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The wheels have been put in motion for the 
officer shift register to move once again. Mi-
chelle Effros, a BoG member for more than a 
decade, will shift out and take a well-deserved 
break. I would like to thank her for all her past 
service. During her presidency she oversaw a 
large number of Shannon Centennial events 
and her successful fund raising efforts made 
it possible for us to start the Shannon Docu-
mentary. Elza Erkip will be our President next 
year. Last time the Turks chased the Austrians 
we got croissants as a result. I expect great 
things to happen once again! Emina Soljanin 
shifts into the position of Vice President, and 
Helmut Boelsckei has been elected 2nd Vice 
President.

I would like to thank the outgoing BoG member Urbashi Mi-
tra for her service. Stephen Hanly, Vince Poor, Aylin Yener, 
and Wei Yu were re-elected. And I welcome the incoming 
BoG members Daniella Tuninetti and Taschy Weissman.

In the past few years we have started a considerable number 
of outreach initiatives. Our most ambitious one, a Shannon 
documentary, is in full production and should be finalized 
in the first quarter of 2018. I am looking forward to the time 
where we can all enjoy the fruits of all these labors together.

Matthieu Bloch, together with Michelle Effros, Christina 
Fragouli, and Suhas Diggavi has been working diligently in 
the background to produce short movies that explain some 
of our Society’s many technical contributions to a general 
audience. With the help of Brit Cruise, they have produced 
two such videos, one on Network Coding and one on Space-
Time Codes. You can find these videos on Brit’s Youtube 
channel “Art of the Problem” https://www.youtube.com/
watch?v=B0ZcAWEvjCA&t=11s https://www.youtube.com/
watch?v=cbD4NsZQKYw&t=4s This is just the beginning. At 
least two more videos are currently in production and we plan 
to continue this effort for the years to come.

But there is more. If the Shannon Documentary 
is targeted at our friends and parents, and the 
short educational movies at high school chil-
dren, we did not forget the youngest ones. Anna 
Scaglione and Christina Fragouli have pro-
duced a children’s book entitled “Information, 
in small bits.” Get them while they are young!

In case you are looking for a romantic get-
away for Valentine’s Day—look no more. I 
suggest the beautiful Catamaran Resort, Pa-
cific Beach, in sunny San Diego. Our most be-
loved ITA will take place there from February 
11th till February 16th. ITA is no doubt one of 
the highest entropy conferences around, due 
to Alon’s Herculean efforts. An innovative 

format at a great venue, plenty of great talks, and constant 
surprises. And the biggest uncertainty of them all? When will 
we get the much anticipated invitation email this year? And 
did I mention already that you will get Anna’s and Christi-
na’s new children’s book as a present?

Our next ISIT is in breath-taking Vail from June 17 to 22. Don’t 
forget to submit your best papers! This time we are trying 
something slightly different. The paper registration deadline is 
January 9th, 2018 11:59 Hawaii Time (UTC-10). No exceptions 
will be made. But the papers can be modified until January 
12th, 2018 11:59 Hawaii Time (UTC-10). Acceptance notifica-
tions will be sent out by March 31, 2018.

For several years we have discussed how to add to our pub-
lications portfolio. Two proposals have emerged during all 
these discussions. The first is to convert our excellent newslet-
ter (thanks to M. Langberg!) into a Magazine. This Magazine 
is mainly for our current members, bringing ideas from the 
outside into our community. The second is to add a Special 
Topics Journal exploring how information-theoretic ideas can 
be used in areas such as machine learning, signal processing, 
theoretical computer science, or biology.

President’s Column
Rüdiger Urbanke

(continued on page 28) 
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the past decade of North American Schools of Information 
Theory (NASIT); an intriguing article by Haizi Yu and Lav R. 
Varshney on the combination of mathematics and music in-
spired by the work of the late Mary Elizabeth Moore “Betty” 
Shannon; Tony Ephremides’s Historian’s column;  a report 
on “BalkanCom’17”, a new conference on communications 
and networking, by Stark Draper; a call for nominations for 
several central awards in our community; minutes from the 
IEEE Information Theory Society Board of Governors meet-
ing this summer at ISIT; and a list of recent publications from 
the IEEE Transactions on Information Theory, Foundations 
and Trends in Networking, Foundations and Trends in Theo-
retical Computer Science, and Problems of Information Transmission. Many thanks to all 
for their significant efforts in the preparation of their contributions!

With sadness, we conclude this issue with a tribute to Lotfi Zadeh, a pillar of the electri-
cal engineering and computer science communities and the founder of fuzzy logic, who 
passed away on Sep. 6th at the age of 96. Thanks to Ahmad Taher Azar, from Benha Uni-
versity, Egypt for bringing the announcement forward.

Please help to make the newsletter as interesting and informative as possible by shar-
ing with me any ideas, initiatives, or potential newsletter contributions you may have in 
mind. I am in the process of searching for contributions outside our community which 
may introduce our readers to new and exciting problems and, as such, broaden the influ-
ence of our society. Any ideas along this line will be very welcome.
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Dear colleagues,

Our winter issue of 2017 opens with Rüdi-
ger Urbanke’s final column as President of 
the IT Society. Please join me in thanking 
Rudi for his dedication and inspiring lead-
ership over the past year, and in warmly 
welcoming our incoming President Elza 
Erkip. We then proceed with an illuminat-
ing tutorial article by Viveck Cadambe and 
Pulkit Grover presenting the key ideas and 
challenges in applying coding techniques 
to the increasingly important task of dis-
tributed computing in the context of un-
reliable synchronization and computing 
components, “Codes for Distributed Com-
puting: A Tutorial.” The article is based on 
the material presented in a tutorial at the 
2017 IEEE International Symposium on In-
formation Theory (ISIT) in Aachen Germa-
ny over the summer. Many thanks to the 
contributors for their significant efforts!

The issue continues with an inspiring 
contribution by Aylin Yener reflecting on 

From the Editor
Michael Langberg

(continued on page 15) 
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Codes for Distributed Computing: A Tutorial
Viveck Cadambe and Pulkit Grover

This article is based on the material presented in a tutorial in the 
2017 IEEE International Symposium on Information Theory (ISIT), 
Aachen Germany in June 2017. We write this article in two parts 
that mirror the structure of the tutorial presented in ISIT. First we 
focus on shared memory emulation—a classical problem in the area 
of distributed computing [60, 9]. We give a tutorial-like overview 
of shared memory emulation and its applications, and then de-
scribe relevant coding-theoretic formulations. The high level goal 
of shared memory emulation is to build algorithms that expose a 
distributed data storage system with certain desirable properties 
to external clients. Our description may therefore be viewed as a 
transition from the area of codes for distributed storage, where 
algorithmic aspects can often be ignored in coding-related studies, 
to distributed computing, where algorithmic aspects play a central 
role in problem formulation and solutions.

Second, we describe how codes can be used to perform reliable 
computations using unreliable processing elements. Just as so-
phisticated error-correction techniques that achieve the Shannon 
capacity have revolutionized communication on unreliable chan-
nels, use of error-correction techniques in computing has the po-
tential to revolutionize next generation computing systems. In 
fact, techniques of replication and error-correction have been used 
in computing for decades now. In the last few years, information-
theory community has contributed significantly to both funda-
mental limits and achievable strategies in this area. The purpose of 
this section is to put this recent information-theoretic work in the 
broader historical perspective of the area, and utilize that to sug-
gest intellectually interesting and important research directions.

We admit that our goal is to not be comprehensive. Instead, this ar-
ticle is intended for graduate students and researchers interested 
in the area to learn about some of the key ideas, and is by its nature 
biased by our own interests and perspectives.

1. Part I: Shared Memory Emulation

1.1. Introduction

A read/write memory admits two operations: write(variablenam.e, 
value) and read(variablename). The goal of the read/write shared 
memory emulation problem is to implement a shared read/write 
memory over a distributed system of processing nodes (Fig. 1). 
For simplicity1, we focus here on a single variable and omit the 
variablename parameter. When the same read/write memory is 
concurrently accessed by multiple client nodes—possibly to jointly 
run some application or perform some task—it is usually referred 
to as a shared memory.

Algorithms that solve the shared memory emulation problem 
provide theoretical underpinnings of cloud- based data-storage/
database services that offer a property called consistency, which is 
explained in Sec. 1.2.1. There are numerous commercial and open 
source cloud based consistent data storage services such as Amazon 
Dynamo DB [24], Couch DB [7], Apache Cassandra DB [45], Berke-
ley DB [65], Redis DB [19].). Consistent data storage services are used 
in a wide variety of applications such as reservation systems, finan-
cial transactions, multi-player gaming [14], online social networks, 
and fog computing [79, 61]. Modern consistent data storage system 
design combines distributed computing theoretic approaches that 
design provably correct algorithms with systems engineering inno-
vation to provide fast read and write operations. The study of shared 
memory emulation and design of consistent data storage services is 
an active area of research in distributed computing systems.

In consistent data storage services, the speed of access to data is 
critical, and therefore such data is commonly cached in relatively 
expensive high speed memory (RAM or solid state devices), and 
flushed to the magnetic disks, which is a less expensive, slower 
medium, only in the case of memory overflow. While data replica-
tion is often used in practice to provide fault tolerance, motivated 
by the need to use memory in the most efficient way possible, 
erasure coding based algorithms to provide consistent distributed 
storage services have been studied in the distributed computing 
theory and systems research communities [42, 27, 15, 16, 25, 53, 52, 
71, 96, 20]. The use of erasure coding for such applications poses 
interesting challenges and research opportunities in information 
and coding theory, distributed algorithms, and optimization. We 
first describe some of the key concepts of shared memory emu-
lation. We then describe an information theoretic framework to 
study the problem, and conclude with open directions of research.

1.2. The Shared Memory Emulation Problem

In this section, we first describe a distributed systems model, and 
then explain the concept of consistency. We then provide high 
level descriptions of the shared memory emulation problem and 
its solutions, where we explain some of the challenges of erasure 
coding based shared memory emulation.

1.2.1. Distributed Systems Model

The shared memory emulation problem consists of client nodes 
and server nodes, where the clients nodes may be partitioned 
in to read and write clients (See Fig. 2). Write clients issue write 

Figure 1. The shared memory emulation problem.

Distributed
System

Read-Write Memory

1A reader familiar with distributed systems theory will note that there 
can be a significant loss of generality in studying just a single variable, in 
particular, in systems that are not atomic. Specifically, consistency crite-
ria weaker than atomicity are not “composable”, so the study of a single 
variable may not suffice from an algorithmic viewpoint, nonetheless, our 
description here is restricted to atomic variables and therefore focusing 
on single variable suffices.
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 operations, and read clients issue read operations2. We assume 
that there is a system with N server nodes and an arbitrary num-
ber of client nodes. The maximum number of server nodes that fail 
is f. The following assumptions distinguish the shared memory 
emulation model from commonly studied models of distributed 
storage systems in information theory research.

A1—Arbitrary Asynchrony: The nodes are all connected by (logi-
cal) point-to-point links3 and the topology is assumed to be known 
to all nodes. The point-to-point links are themselves thought of 
as asynchronous links which are reliable, but their delay can be 
arbitrary and unbounded.

A2—Nodes are computing devices: The nodes are not merely 
storage devices but they are computing devices, and can therefore 
be used to execute fairly complex, interactive, protocols.

A3—Decentralized Nature: A node is unaware of the current state 
of any other node, and a node’s knowledge of the state of another 
node is limited to what it can learn from the messages it receives 
on the incoming links.

In a system with N servers, we aim to design algorithms that operate 
correctly so long as the number of server failures no larger than some 
known threshold f. Note that because the system is asynchronous (as-
sumption A1), a failed node cannot be distinguished from a very slow 
node; a node that does not obtain responses from another node cannot 
figure out if that node has failed or the messages from the node may 
simply be delayed. Furthermore, when a server node receives the up-
dated data from a write client, it is not automatically aware of whether 
another node in the system has received this update yet. These aspects 
can make correct distributed algorithm design in the above model 
quite interesting and challenging. In practice, server nodes are typi-
cally in a cloud storage system, such as a data center, and client nodes 
are external devices or proxy/leader nodes in the storage system car-
rying out operations on behalf of an external clients.

Concept of atomic consistency: A typical execution of an ideal 
shared read-write memory is presented in Fig. 3. However, the ex-
ecution of Fig. 3 is too idealistic to model in distributed systems, 
specifically, read and write operations are seldom instantaneous, 
but they take time. More specifically, the time scale of operation 
completion is often comparable to the inter-arrival time of opera-
tions; therefore operations may overlap4.

In systems where operations can overlap (e.g. Fig. 4), it is necessary 
to carefully define a set of rules that govern the possible outcomes of 
the write and read operations: such rules are known as consistency re-
quirements. Consistency requirements are usually defined to ensure 
that (a) they are sufficiently relaxed so that they can be implemented 
in a realistic asynchronous distributed system, and (b) they are strict 
enough such that the overall execution is, in some sense, indistin-
guishable from one that could have taken place over an instantaneous 
read-write memory. For instance, an important requirement is that 
a read operation obtains the latest (in some sense) write operation. 
There are several formal ways of defining consistency, each of which 
is useful depending on the system and applications using the system. 
Here we give a high level explanation of an important consistency 
requirement known as atomic consistency or simply atomicity [54]5.

An execution is said to be atomic if every operation of the execu-
tion “looks like” it took place at some point in the interval of the 
operation. Examples of atomic executions are provided in Fig. 4a. 
Note that in each execution of Fig. 4a, we can place points in the 
interval of an operation such that, if we ’’shrink” the operation 
to that point, the overall execution will look like a correct execu-

Figure 2. System model.

Write
Clients

Read
Clients

Servers

Figure 3. A typical execution of an ideal read-write memory.

Time

Write (v)

Read()

write (W1) write (W2)

read;
Returns W1

read;
Returns W2

read;
Returns W2 Figure 4. (a) Atomic executions: every operation “looks 

like” it took place instantaneously at some point in its 
interval, (b) Executions that are not atomic: we cannot 
place points in the intervals of operations and make the 
execution look like that of a correct instantaneous 
read-write memory.
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2The split between read and write clients is a logical split—they can be 
physically be located on the same node.
3This system is often referred to as the message passing architecture.

4Operation overlap can be avoided through protocols that implement a lock 
on the system. However locks can make the system very slow [44], and a 
service that allows for concurrent overlapping operations is desirable.
5Atomicity is also referred to as linearizability [44] or strong consistency.
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tion of an instantaneous read- write memory. Note that the execu-
tions of Fig. 4b do not satisfy this property, so they are not atomic. 
Implementations of atomic shared memory is important because it 
ensures modular application design. For instance, an application 
(such as a bank account or a reservation system) can be designed 
assuming the existence of instantaneous shared variables; using 
atomic variables in place of instantaneous variables continues to 
ensure that the overall application works correctly6.

1.2.2. Problem Statement and Solutions (Informal)

The goal of (atomic) shared memory emulation is to design pro-
tocols of write and read clients and servers so that the overall 
execution is always atomic, and every read and write operations 
eventually completes so long as the number of server failures is no 
bigger than f 7. There are several solutions to the shared memory 
emulation problem as it is studied extensively in both theory and 
engineering research. A well-known solution comes from [8]; a 
reader interested in appreciating systems engineering aspects is 
also encouraged to read [24]. While [8, 24] use replication for fault 
tolerance, there is a rich literature in developing provably consis-
tent erasure coding based shared memory emulation algorithms 
(a non-exhaustive list is ([1, 42, 27, 15, 16, 25, 52]), and also some 
system implementations [20]. For the purposes of the discussion 
here, we simply provide a high level understanding of the struc-
ture of typical shared memory emulation algorithms.

In shared memory emulation algorithms (e.g., [8, 35]), write opera-
tions send the new value to N server nodes and wait until getting 
acknowledgements from cW servers before completing the operation. 
Similarly, a read operation sends a read request to all N servers and 
waits for responses from at least cR nodes in the system before read-
ing/decoding the value. To tolerate f server failures—that is, to ensure 
that write and read operations complete even if f servers fail—it is re-
quired that cW, cR ≤ N – f. For every pair of complete write and read 
operations, there are at least cR + cW – N servers that received the value 
of the write operation, and responded to the read operation. Thus, for 
repetition based schemes [8, 24], where each server simply stores the 
latest version it receives in an uncoded form, choosing cR, cW so that cR 
+ cW > N, suffices to ensure that every read operation that begins after 
a write operation completes will “see” the value of the write, or see a 
later value. Indeed, in such algorithms, if cR + cW > N, the replication-
based protocols ensure atomic consistency. A natural extension of this 
principle indicates that when a maximum distance separable (MDS) 
code is used [42, 27, 16, 25], the dimension of the erasure code is cho-
sen to be cR + cW – N. Thus, based on the structure of prior protocols, 
the requirement of ensuring consistency can be expressed as follows8:

A4—Consistency: The latest among all the versions that have 
been propagated to at least cW servers, or a later version, must be 
decodable from any set of cR servers.

Erasure coding presents interesting algorithmic and coding 
challenges in asynchronous distributed systems where consis-
tency is important. This is because, when erasure coding is used, 
no single server stores the data in its entirety; for instance, if 
a maximum distance separable (MDS) code of dimension k is 
used, each server only stores a fraction of 1/k of the entire value. 
Therefore, for the read client (decoder) to decode some version 
of the data, at least k servers must send the codeword symbols 
corresponding to the same version. In particular, when a write 
operation updates the data, a server cannot delete the old ver-
sion before ensuring that the new version has propagated to a 
sufficient number of servers. As a consequence, servers cannot 
simply store the latest version they receive; they have to store 
older versions at least until a sufficient number of codeword 
symbols corresponding to the newer version has been propa-
gated (See Fig. 5). In fact, in situations where there are multiple 
concurrent writes, servers may have to store multiple codeword 
symbols, one corresponding to each concurrent operation. In-
deed, the main algorithmic challenge of erasure coding based 
shared memory emulation algorithms developed previously, is 
to determine in a decentralized setting that a new version has 
propagated to a sufficient number of servers before deleting 
older versions [42, 27, 15, 16, 25, 53, 52, 15, 2, 1, 36]. Importantly 
for our purposes, the fact that servers have to store multiple 
versions can offset the storage cost gains of erasure coding, es-
pecially when the degree of concurrency is high. Next we sum-
marize multi-version codes [87, 88, 89], which study the storage 
cost of shared memory emulation from an information-theoretic 
perspective.

1.3. A Coding Framework Related to Shared Memory 
Emulation

We here describe a coding framework called multi-version cod-
ing that simplifies the shared memory emulation problem and 
yet keeps its essential aspects that pertain to its storage cost. 
Specifically, in addition to fault tolerance, the multi-version 

Figure 5. Use of erasure coding for shared memory emu-
lation. The figure demonstrates why a server which 
receives a new updated codeword symbol cannot sim-
ply replace the stored codeword symbol.

(6,4) MDS Code x1

x1

x1

y1 y2

y2

y3 y4

y4

x2

x2

x3

x3

x3

x4

x4

New update

∑
4

i = 1
xi

∑
4

i = 1
yi

∑
4

i = 1
αixi

∑
4

i = 1
αixi

Does not store anything
coherent

6In practice, systems are sometimes designed with weaker requirements as 
compared with atomicity for the sake of better performance, i.e., faster 
read/write operations, see for e.g., [83, 11, 63],
7This property is known as the non-blocking or wait-freedom, property, 
since it also implies that overlapping operations must be able to proceed 
without blocking each other.
8The reader may note from Fig. 4a that ensuring consistency is more com-
plex and involved than assumption A4, and requires careful protocol 
design; however, for the sake of the discussion here, we simply use A4 as a 
proxy for the desired consistency criteria. Also, property A4 assumes that 
there is some ordering of the writes/versions; protocols such as [8, 35] also 
take steps to ensure a non-unique ordering of the write operations.
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coding framework incorporates arbitrary asynchrony (A1), de-
centralized nature (A3) and consistency (A4) as discussed in 
Sections 1.2.1, 1.2.2. We will discuss modeling assumption (A2) 
in Section 1.4. The multi-version coding problem is parame-
trized by positive integers n, cW, cR, v. There are n servers, and 
there is a message/variable with v versions W1, W2, . . . ,  Wv. The 
versions are assumed to be totally ordered as W1 ' W2 ' … ' 
Wv, with a higher ordered message version being interpreted as 
a more recent version as compared to a lower ordered version. 
We model asynchrony (A1) as follows: Every server receives an 
arbitrary subset of the versions (at one shot) and encodes the 
received versions. More formally, let { , , ..., }v1 2Si 3  be the set 
of versions received by the ith server. Let ( , ..., )S SS n1= ;  note 
that S  is an element in the power set of {1, 2 , . . . ,  v } n.  We refer 
to Si  the state of server i, and S  as the global state of the system. 
Denoting Si = {s1, s2, ..., sm} the i-th server stores a codeword 
symbol generated by an encoding function i

Si{
^ h that takes an in-

put, ( , , , ),W W Ws s sm1 2 f  and outputs an element in Q , where Q  is 
the alphabet of coding. Note that the decentralized nature (A3) 
of the system is implicit in the model since server i’s encoding 
function i

Si{
^ h  depends on Si  alone, and does not depend on the 

the global state vector S .

Decoding Constraint: For any state , ,S S Sn1 f= ^ h we refer to a 
message version that has propagated to at least cW servers as a 
complete version. The server encoding functions i

Si{
^ h , i = 1,2,. . . ,n 

have to be designed such that, the decoder must be able to recover 
from any cR servers, the latest c omplete version as per the order-
ing ', or a later version. That is, a decoder must be able to decode, 
from any cW servers, Wℓ where ℓ ≥ max {j : |{i : j ! Si }| ≥ cW} .
The decoding constraint has been defined based on consistency 
requirements (A4).

Achievable schemes: With replication, the storage cost per server is 
the size of one version. Now, suppose we aim to use an MDS code. 
For a decoder that connects to cR servers, a complete version is 
present at least cW + cR – n of those servers. So using a dimension of 
cW +cR – n suffices for the decoder to decode the complete version. 
Furthermore, note that storing simply the latest version at a server 

does not suffice, since from a server’s perspective, it is not aware 
of which version is complete. Therefore, a server has to store a 
codeword symbol of a code of dimension cW + cR – n for each 
version it receives. In the worst case, the storage cost per server 
is c c nW Ro + -^ h. In our preliminary work, we have improved 
upon the best of replication and erasure coding by varying the 
dimension of the code used for the o  versions. Our results are de-
picted in Fig. 6. To appreciate the jagged nature of the achievable 
scheme, it can be verified that each server storing simply the latest 
version with dimension c c nR W

o
+ -^ h suffices. The converse depicted 

in Fig. 6 carries an instructive message: in distributed storage sys-
tems, in addition to fault tolerance, there is an inevitable price to be paid 
in terms of redundancy overhead to maintain consistency. The converse 
derivation is combinatorial in nature, discovering the worst-case 
states that force a lower bound on the storage cost.

1.3.1. Where Do Classical Distributed Storage Erasure Codes Fit?

Classical erasure codes may be derived as a special case of multi-
version codes for v = 1. From a modeling perspective, this translates 
to the system being synchronous, or completely centralized. For in-
stance, if the system is synchronous, then all non-failed servers re-
ceive each version completely. Then storing simply the latest version 
with dimension cR code suffices for the decoder. Even if the system is 
asynchronous, i.e., a server receives an arbitrary subset of the v ver-
sions in the system, a centralized system where each server knows 
the global system state leads to the classical erasure coding frame-
work. To see this, observe that with global system state information, 
each server is aware of the the latest complete version. Therefore, 
a server with the latest complete version simply encodes it using a 
code of dimension cW + cR – N and stores the corresponding code-
word symbol; a server that does not posses the latest common ver-
sion does not store any information. These examples show that new 
coding ideas are required only when the model accounts for both the 
asynchronous nature and decentralized nature of the system.

1.4. Extensions and Open Problems

Classical erasure codes for distributed storage may be interpreted 
as an optimistic view of the system: it assumes that the system 
is synchronous, and that nodes have instantaneous and global 
system state information. In contrast, the multi-version coding 
framework takes a pessimistic/conservative view of storage sys-
tems (Fig. 7). Specifically the model assumes that the system is 
completely asynchronous, i.e., every version arrival pattern is pos-
sible; it also assumes that nodes do not have even stale or par-
tial information of system state. However, in practice, we expect 
the system to operate somewhere in between these two extremes, 
specifically nodes may be able to opportunistically obtain stale or 
partial information of the system. This opens the door to many 
important open questions that enable code constructions.

The multi-version coding is a worst-case formulation, 
where the decoding requirement as well as the storage cost 
characterization applies to every possible state. An open 
question is the potential storage cost reductions that may be 
obtained by studying the average storage cost, and/or 
allowing for a small probability of decoding error after 
invoking an appropriate probability measure on the state 
space.

Figure 6. Summary of results of [89].
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In several settings, either because of the topolo-
gy or the internal gossip messages exchanged 
among the servers, servers obtain local and pos-
sibly stale side information (e.g., a server may 
know which server has some of the older ver-
sions.) In the extreme case where server has 
global and instantaneous side information, the 
system reverts back to the classical setting as 
explained in Section 1.3.1. The question of how 
to design codes that exploit stale or local side 
information about the states, and a quantitative 
understanding of the potential storage cost gains is a promis-
ing area of future work.

The multi-version coding setting assumes that the different 
versions are independent. In some applications, subsequent 
writes and reads tend to have correlations that can be 
exploited to reduce the memory overhead in such applica-
tions. Our preliminary work [5] explores this direction and 
derives achievable schemes and characterizes their storage 
cost. However, questions related to optimality and practical 
low complexity code constructions remain open.

The second direction of open problems comes from understanding 
and developing connections between distributed computing systems 
and multi-version codes. We describe some of them briefly here.

In our recent work [17], we have proved formal information 
theoretic lower bounds on the shared memory emulation 
problem inspired by converse results for the multi-version 
coding framework. Specifically, the result of [17] shows that 
the multi-version coding converse applies to the general 
shared memory emulation problem when v = 2, and for non-
interactive protocols when v > 2. It is not known whether 
interactive protocols can improve upon the storage cost of 
multi-version coding—the reason for this gap in under-
standing is that multi-version coding does not capture 
assumption A2 in Section 1.2.1 very well. While studying 
this question in the context of the general shared memory 
emulation problem might be challenging, a possible starting 
point is by making the toy model of [89] interactive.

The shared memory emulation problem is a special case of 
the general replicated state machine [60, 9] problem in distrib-
uted computing, where the goal is to emulate an arbitrary 
state machine in a distributed asynchronous system in a 
fault tolerant manner. The replicated state machine problem 
is much more complicated than the shared memory emula-
tion problem, and is an object of extensive study in distrib-
uted systems literature. Like shared memory emulation, 
solutions to the replicated state machine problem—for spe-
cific state machines—form the basis of several cloud based 
services (e.g., Google Spanner [21]). However, the question of 
how to encode state machines is not yet well studied by 
either the distributed systems or the coding theory commu-
nities. A good starting point is in reference [12], which gen-
eralizes basic coding theoretic concepts such as the 
Hamming distance to replicated state machines.

In addition to the above mentioned extension and open problems, 
a deeper understanding of the system from a networking and re-
source allocation viewpoint, which can guide an engineer on how 

to choose coding parameters such as the length, dimension, and 
the extent of history to be stored, based on the total storage budget, 
frequency of updates, the degree of asynchrony, and other system 
level parameters is a broadly open and important area of research.

2. Part II: Coding for Distributed Computing 
Using Unreliable Components: Errors, Faults, 
Stragglers

The roots of computing using unreliable components go as far back 
as work of von Neumann in 1956 to a work [84]. He considers a 
problem where each gate is unreliable, and provides replication-
type strategies with repeated majority decoding make the overall 
computation reliable. von Neumann’s work was inspired both by 
Shannon’s 1948 paper [72] and by his interest in understanding bio-
logical computation9, e.g., in our nervous system10. von Neumann’s 
work was followed up in a sequence of works, including those of 
Pippenger [66, 67], Taylor [77] (see also [78]), Hadjicostis [37], and 
Hajek and Weller [40] who provided achievable strategies for spe-
cific operations. Taylor’s work started the area of decoding using 
unreliable circuits, focusing on low-density parity-check codes of 
Gallager, and allowing for errors in his iterative decoding algo-
rithm. This work has been followed up extensively recently, e.g. 
Varshney [80], Vasic et al. [81, 82], Dolecek et al. [94, 46], with an 
interesting recent work of Vasic showing that low-error rates in the 
decoding implementation can help improve the performance of de-
coding. Pippenger’s work [66] not only provided achievable strate-
gies for linear computations, it also utilized work of Dobrushin and 
Ortyukov [26] to lay down fundamental limits by tightening the da-
ta-processing inequality in the context of scalar random variables. 
This direction on fundamental limits was extended and explored in 
the works of Evans and Schulman [33], and Erkip and Cover [32] 
on “quantified/strong” data-processing inequalities, that has led to 
recent resurgence in this direction, with broadening of problems to 
“information-dissipation” [68, 18, 6, 69].

In a deeply related but separate body of work, inspired by distributed 
and parallel computing systems that have been implemented in the 
last few decades, there has been significant work on addressing com-
puting under “processor” unreliability, where a processor is assumed 
to be constituted by a large number of gates and attached memories. 

Figure 7. Open areas of research.
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9Shannon himself was examining the noisy computing problem at the 
same time, focusing on unreliable relays [62].
10It is now widely believed that the brain indeed uses error-correcting 
codes [73, 64] (his paper is titled “Probabilistic Logics and the Synthesis 
of Reliable Organisms from Unreliable Components”). Whether it does so 
to compute efficiently is far from established, although the thought 
behind Barlow’s famous and controversial “Efficient Coding Hypothesis” 
does suggest so [13].
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Addressing processor unreliability is even today thought to be “one of 
top 10 challenges for exascale computing” [59] (i.e., larger-scale super-
computing, where processors can yield undetected errors). Coding-
theoretic work in this direction was initiated by Huang and Abraham 
[47], who named it “Algorithm-Based Fault Tolerance” (ABFT), which 
is today a thriving research area with hundreds of papers (e.g. [43, 
49, 37, 50]). These works provide techniques of error-correction for 
large-scale computing systems, including modern supercomputing 
systems. A closely related application area is distributed/cloud com-
puting systems, where unreliability manifests itself in the form slow 
processing nodes (called stragglers), which significantly slow down the 
entire computation [23]. Use of coding techniques in cloud computing 
systems to address straggler bottlenecks was pioneered in the recent 
work of Lee et al. [56]. In [56], the authors demonstrated the power 
of ABFT-like coding techniques for linear computations via novel ex-
pected time-analysis based on exponential-tail models of processing 
times, in addition to experimental results. Interestingly, the coding 
techniques developed in the ABFT literature turn out to be suboptimal 
in the sense of error/erasure-tolerance for operations such as matrix-
vector and matrix-matrix multiplication. Recent work in information 
theory has advanced on these constructions while obtaining, in some 
cases, fundamental limits as well. For instance, for the problem of ma-
trix-matrix multiplication (Section 2.2), the work of Yu, Avestimehr, 
and Maddah-Ali [95] provides a coded computing construction that 
they call “Polynomial coding,” that provides scaling-sense improve-
ments on ABFT by comparing ABFT’s performance with fundamental 
limits. This was followed by our own recent work [34] which provides 
scaling sense improvements on Polynomial codes. The information-
theoretic approach has much to offer.

More recently, coded computing results have been obtained for 
convolutions [91, 31, 74, 95], solving linear inverse problems and 
PageRank [92], distributed gradient descent [30, 75, 76, 70, 41], lin-
ear regression and classification [56, 30], logistic regression [90], 
distributed iterative optimization [51, 10], and even separable non-
linear functions [57], etc. For any computation that can be split into 
tasks, optimized approaches have been proposed by Joshi, Wor-
nell, and Soljanin, and collaborators [86, 48, 85, 3, 4] for straggling 
processors, which focus on problems of task allocation using rigor-
ous queuing-theoretic models. Coding techniques have also been 
used to reduce communication requirements even when process-
ing nodes are completely reliable, and a notable work here is that 
on “Coded MapReduce” by Li, Avestimehr, and Maddah-Ali [58].

In the following, we will discuss the development of the field from 
the perspective of three key problems. In Section 2.1, we will dis-
cuss matrix-vector multiplication under processor level errors or 
stragglers [47, 56, 30, 75, 76, 70, 41] as well as gate-level errors [66, 
93]. In Section 2.2, we will discuss advances in matrix-matrix multi-
plication, including recent works [47, 95, 34]. Finally, in Section 2.3, 
we will end with a recent coded-computing construction of Dutta 
et al. [29] that connects back to the inspiration of von Neumann’s 
seminal work: the brain. This construction provides reliability to 
large networks of the nonlinear McCulloch-Pitts neuron models 
that are revolutionizing computing and inference systems today.

2.1. Coded Matrix-Vector Multiplication

The problem of computing linear transforms of high-dimensional 
vectors is the critical step [22] in several machine learning and sig-
nal processing applications. Dimensionality reduction techniques 

such as Principal Component Analysis (PCA), Linear Discriminant 
Analysis (LDA), taking random projections, etc., require the com-
putation of short and fat linear transforms on high-dimensional 
data. Linear transforms are the building blocks of solutions to 
various machine learning problems, e.g., regression and classifi-
cation etc., and are also used in acquiring and pre-processing the 
data through, e.g., filtering. Fast and reliable computation of linear 
transforms are thus a necessity for low-latency inference [22].

Large processing nodes: The goal is to compute the product Ay of the 
matrix A with the vector y. We first discuss the case with “large” pro-
cessing nodes, where e.g., the memory-size of each processing node 
can scale with the problem-size. The first strategy here was proposed 
in the seminal work of Huang and Abraham work on ABFT [47]. The 
idea of using coding to mitigate the straggler effect in distributed sys-
tems was pioneered by [56], which used what happens to be a special 
case of ABFT to speed up matrix-vector products. The authors in [56] 
show, both analytically (using models inspired from distributed sys-
tems) and experimentally (on Amazon’s EC2 cluster), that significant 
speed-ups in expected overall computation time can be obtained by 
using these techniques. The core idea of [56] is to code each column 
of the matrix A by multiplying it with the same generator matrix of 
a linear code, resulting in a coded matrix Acoded. Now, we distribute 
the rows of the matrix Acoded among different processing nodes, and 
each node computes its own matrix-vector product. Because linear 
combinations of codewords of a linear code are also codewords, the 
resulting concatenation of outputs is also a codeword. Hence, the 
computation can proceed without waiting for a few straggling nodes 
by using erasure decoding to fill in for their outputs.

What if, due to communication or memory bottlenecks, each node 
cannot even compute a whole dot product of a row of of an M × N 
matrix A with the N × 1 vector y? Recently, our work [30] as well as 
Tandon et al. [75] (motivated by a different application) simultane-
ously arrived at strategies for coding matrix-vector multiplication 
by encoding the matrix into a sparse coded matrix. These codes, 
that we call “Short-Dot” codes because they distribute large ma-
trix-vector products to processing nodes that compute short dot 
products, are illustrated below through an example.

Consider a 2 4#  matrix  A a a
a
a

a
a

a
a

a
a and aT T T

1 2
11

21

12

22

13

23

14

14
= =6 ;@ E

, , , .yvector y y y y4 1 T
1 2 3 4# = ^ h  Can we compute Ay over n = 4 nodes 

such that, (i) each node uses a shortened version of y, i.e., at most three of 
four scalars y1,y2,y3,y4, and (ii) the overall computation is tolerant to one 
straggler, i.e., 2 of the three nodes suffice to recover Ay? Short-Dot codes 
use the following strategy: Node i computes (a1 + a2i + zi2)y, i = 1, 2, 3, 
4 so that from any 3 of the 4 nodes, the polynomial p(x) = (a1y + a2yx 
+ zyx2) can be interpolated. Vector z = (z1 z2, z3, z4) is chosen to satisfy  
a1i + ia2i + i2zi = 0 for i = 1, 2, 3, 4, so that node i does not require yi.

To understand the performance of Short-Dot from a quantitative 
perspective, consider a setting shown in Fig. 8 where each pro-
cessing/worker node stores11 MN/m linear combinations of the 
entries of A and N/n non-zero entries of y. Assume that P process-
ing nodes perform the computation, we use “recovery threshold” 
K(m, n)—the minimum number of processing nodes required by a 
fusion node to recover the matrix-vector product Ay—to  measure 

11Although we use the word “store” in our descriptions, note that the restric-
tions on the amount of A and x need not be only due to memory overhead; 
these restrictions may be motivated by communication costs as well.
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its resilience. Note that the maximum number of straggling nodes 
that a scheme can tolerate is P – K(m, n). K(1,1) is clearly 1, 
and translates to a replication strategy. In the MDS code based 

strategy of [56, 47], A is split as 

A
A

Am

1

2

h

R

T

S
S
S
SS

V

X

W
W
W
WW
 and node i ! {1, 2,. . . ,  P} 

computes A ygj
M

ij j1R =^ h , where G = (gij) forms the generator ma-
trix of a (P, m) MDS code12 The fusion node can recover Ay from 
any m nodes, which gives K(m, 1) = m. Interestingly, going beyond  
n = 1 – that is, using the full vector y at all nodes—requires interesting 
coding strategies as demonstrated by the above example. Short-Dot  
obtains a recovery threshold of , ( )m nK m n P n1 1= + - ^^ ^ hh h; 
via a converse result, this recovery threshold is approximately op-
timal [28, 30].

In fact, the number of non-zero entries in the stored, coded sub-
matrix at each processing node is MN/mn since every row of the 
coded matrix only has N/n non-zero entries at pre-defined loca-
tions. Thus it requires even smaller memory than MN/m. The key 
difference between Short-Dot and MDS codes is that Short-Dot al-
lows the vector y to be shorter than its full-length N, thus allowing 
for cheaper communication of parts of y to each processing node 
and computation of shorter dot-products at each processing node 
as compared to MDS code.

Concurrent work [75] also discovered gradient coding, which in-
corporates the essential coding idea of Short-Dot in the context 
of a single dot product in an important application: distributed 
gradient descent. In an iteration of distributed gradient descent 
over data D = (D1, D2, . . . ,  DP)  where Di is the data stored in the 
i-th processing node, the gradient update step requires each pro-
cessing node to to compute a gradient g(Di), which is used by a 
master node to compute Dgi

P
i1R = ^ h. In [75], Tandon et al. view the 

operation of a master node as a single dot-product of the vector  
[1 1 ... 1] with the vector [g(D1) g(D2) ... g(DP)]. They use a coding 
technique similar to Short-Dot to complete the iterations in pres-
ence of straggling worker nodes. They also introduce the notion of 
partial stragglers, [75] which opens up new research directions by 
modeling the fact that stragglers—unlike faulty nodes—eventu-
ally complete their operation and their outputs can be used in the 
eventual computation.

A direct application of matrix-vector multiplication is solving 
sparse linear inverse problems using iterative matrix-vector prod-
ucts, such as for finding eigenvectors of a matrix through, e.g., the 
PageRank algorithm. What is new in these problems is that the 
answer slowly converges to the true solution. The stragglers thus 
simply have fewer iterations compared to fast nodes, but their out-
puts are still useful. In [92], we use a decoding algorithm inspired 
by weighted least-squares to fully utilize the results from both fast 
nodes and stragglers by assigning weights to different nodes based 
on their proximity to convergence. Compared to erasure-coding 
based coded computing, this coding method achieves graceful deg-
radation of remaining error with increasing number of  stragglers. 

Both theoretical and experimental results show substantial ad-
vantages of the proposed algorithm over replication schemes13. 
Surprisingly, if the ordinary matrix-inverse algorithm is used for 
decoding, the remaining error shoots up because MDS coding ma-
trices appear to be ill-conditioned, which is also recognized in the 
work of Haikin and Zamir [39, 38] on analog coding for erasure 
channels. By carefully combining the (partial) results of the strag-
gling nodes (instead of ignoring them), we are able to circumvent 
the difficulty of ill-conditioned matrix inverse and achieve orders 
of magnitude reduction of remaining error in  experiments.

Small processing nodes (i.e., single gates): When considering 
models with gate-level errors, the cost of error-detection can be 
significant, so it is important for the models to consider errors. 
Further, the implementation has to be fully decentralized: decod-
ing itself can suffer from errors.

For this problem, the fundamental limits of “strong” data-process-
ing inequality provide an important intuition: along any single 
“path” in the circuit, errors will accumulate, and information will 
dissipate. This seems to present a pessimistic picture. Is there any 
hope for reliable computation in the Shannon sense [72]? First, 
note that the overall computation error-probability cannot be 
lower than the error-probability of the last gate, so the best we 
can hope for is that the overall error probability is close to the last 
gate’s error probability. For the specific problems of binary matrix-
vector multiplication, our recent work [93] shows that even with 
all gates noisy, this is achievable, and further, that sophisticated 
error-correction techniques that our community has developed of-
fer scaling-sense advantages.

To describe our technique, it is useful to first discuss a funda-
mental limit, namely, Lemma 2, in the work of Evans and Schul-
man [33]. They derive an upper bound on mutual information 
between a binary input and the values carried by a set of wires 
by accumulating mutual information across those wires. This 
suggests an achievability: if the number of paths that a circuit 
can keep accumulating information from keeps increasing as 
the information dissipates along each individual path, it may 

Figure 8. System model.
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12In fact, aggregating these coded matrices forms an MDS coded matrix, 
Acoded. However, we use the term Acoded more generally to denote a coded 
version of the matrix A for an arbitrary linear code, not necessarily an 
MDS code.

13It is interesting that the diversity gain achieved by the replication strategy 
here is smaller than that can be achieved in communications over random 
fading channels, because the results at stragglers are deterministic func-
tions of those at fast nodes for the same inverse problem. Fundamental limit 
on obtained diversity gains are worthy of further investigation.
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be possible to offset the losses with the gains, and keep errors 
suppressed.

Our results [93] show that this is indeed attainable for computing a 
binary linear transform Ay. To do so, we encode A, obtaining Acoded 
with coded columns, that is, each column is a codeword. The cod-
ing technique itself is a carefully chosen LDPC code. Now, instead 
of performing distributed dot-products of individual rows of Acoded 
with y, we perform scalar-vector multiplications of yi, the i-th ele-
ment of y, with the i-th column of Acoded. Note that the resulting 
scalar-vector product is a codeword itself. The key step is this next 
one: we add these codeword vectors across different indices i in a 
tree architecture, and at every intermediate node in the tree, we em-
bed a noisy decoder (utilizing results from [94, 46]). These decod-
ers enable repeated error-suppression as the computation advances 
(see Fig. 9), and the accumulation of information from various paths 
enables the computation to compensate for information dissipation. 
The resulting error probability is shown, through theoretical results 
and simulations, to remain bounded by a constant throughout the 
computation. Because the repeated error-suppression using embed-
ded decoders is a critical aspect of our strategy, we call it “ENcoded 
COmputation with Decoders EmbeddeD,” or “ENCODED”).

2.2. Coded Matrix Multiplication

In this section, we focus on the problem of multiplying two N × N 
matrices14 A, B. Consider the setting where each processing node 
stores N2/m linear combinations of the entries of A and N2/n linear 
combinations of the entries of B. Assume that P processing nodes 
perform the computation, we evaluate the straggler tolerance of a 
technique by its recovery threshold K(m, n) of the technique. As be-
fore, K(1,1) is clearly 1, and translates to a repetition based strategy. 

A natural generalization of the MDS code based strategy, which 
we call one-dimensional MDS coding, where A is encoded using and 
MDS code gives K(m, 1) = m; similarly, encoding B gives K(l, n) = n.  
We review here three strategies (i) ABFT matrix multiplication [47] 
(also called product-coded matrices in [55]), (ii) Polynomial codes [95] 
and (iii) MatDot codes [34] each with successively improving, i.e., 
smaller, recovery threshold. Rather than go into the technical de-
tails, we give three examples for the case where m = n = 2—i.e., 
each processing node stores half of A and half of B—that convey 
the ideas used. We begin by describing ABFT matrix multiplication.

Example (ABFT Codes [47], Fig. 10, recovery-threshold = 6) Con-
sider two N × N matrices

, ,A
A
A B B B

1

2
1 2= =; 6E @  

Can we compute AB over P nodes such that, (i) each node uses one linear 
combination of A and one linear combination of B and (ii) the overall com-
putation is tolerant to P – 6 stragglers, i.e., 6 nodes suffice to recover AB? 
ABFT codes use the strategy as per Fig. 10, where 4 of the 9 worker nodes 
compute Ai, Bj, i, j in {1, 2} and the remaining worker nodes compute Ai(B1 
+ B2), (A1 + A2)Bi, (A1 + A2)(B1 + B2) for i = 1, 2 respectively. The general 
principle of ABFT is to encode the rows of A and the columns of B using 
systematic MDS codes of dimension m, n respectively.

The question is whether the recovery threshold of 6 is optimal was 
addressed in [95], which gave the following, elegant, polynomial 
code construction.

Example (Polynomial Codes [95], Fig. 11, recovery-threshold 
= 4) Consider two N × N matrices

, ,A
A
A B B B

1

2
1 2= =; 6E @

can we compute AB over P nodes such that, (i) each node uses 
one linear combination of A and one linear combination of B 
and (ii) the overall computation is tolerant to P – 4 straggler, 
i.e., 4 nodes suffice to recover AB? Polynomial codes use the 
following strategy: Node i computes (A1 + A2i)(B1 + B2i2), i = 
1 ,  2 ,  . . .  P, so that from any 4 of the P nodes, the polynomial 
p ( x )  = (A1B1 + A2B1x+ A1B2x2 + A1B2x3) can be interpolated. 
Having interpolated the polynomial, the coefficient (matrices) 
can be used

to evaluate AB as 
A B
A B

A B
A B

1 1

2 1

1 2

2 2
; E. 

In [34], we improve upon the recovery threshold of polynomial 
codes through a construction called MatDot codes. Unlike ABFT 

Figure 9. A comparison of attained error-probability by 
our technique ENCODED with reptition/replication- type 
approaches. ENCODED is able to keep errors bounded 
even as the computation proceeds.
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Figure 10. ABFT matrix multiplication [47] for P = 9 

 processing nodes with m = n = 2, where A
A
A B B B .1

2
1 2= =; 6E @

The recovery threshold is 6.

A1

B1

A1 + A2

A2

Worker (1, :)

Worker
(:, 1)

Worker
(:, 2)

Worker
(:, 3)

Worker (2, :)

Worker (3, :)

B2 B1 + B2

14We assume that both matrices are square for the sake of simplicity. The 
results of this section apply for multiplication of matrices of arbitrary 
dimension for mild assumptions on the matrix dimensions.
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and polynomial codes, MatDot splits the matrix A column-wise 
and matrix B row-wise.

Example (MatDot Codes [34], Fig. 12, recovery-threshold = 3.) 
Consider two N × N matrices

, ,A A A B
B
B1 2

1

2
= =u u

u
u6 =@ G

can we compute AB over P nodes such that, (i) each node uses one 
linear combination of A and one linear combination of B and (ii) the 
overall computation is tolerant to P – 3 straggler, i.e., 3 nodes suffice 
to recover AB? MatDot codes use the following strategy: Node i com-
putes ,A A B Bi i1 2 1 2+ +u u u u^ ^h h  i = 1 ,  2 ,  . . .  P, so that from any 4 of the P 
nodes, the polynomial A B A B A B A Bp x x x1 2 1 1 2 2 2 1

2= + + +u u u u u u u u^ ^h h  can 
be interpolated. Having interpolated the polynomial, the product AB 
is simply the coefficient of x, that is AB A B A B1 1 2 2= +u u u u  

In fact, if m n o P= = ^ h then the recovery threshold of one dimen-
sional MDS, ABFT matrix multiplication, polynomial codes and 
MatDot codes is respectively , , , .P m P m m1 2H H H H-^ ^^ ^ ^h h h h h  
There are differences between the schemes in terms of node com-
munication costs and decoding costs; these and other related as-
pects are described in [34]. [34] also shows how to apply these 
ideas for multiplying more than two matrices, and generalizes 
and unifies Polynomial codes and MatDot codes to “PolyDot” 
codes that tradeoff between communication complexity and re-
covery threshold.

2.3. Coded Neural Networks

Deep Neural Networks (DNNs) are being extensively used in 
many inference applications. A DNN is a multilayer network of 
artificial neuron models (first developed by McCulloch and Pitts), 
where each layer performs a linear transform on its input vector 
from the previous layer. Training of DNNs is extremely time-in-
tensive, and has two main steps: “feed-forward step” and “back-
propagation.” In the feed-forward step, after computing a linear 
transform on the vector received from the layer to its left, each 
layer performs scalar nonlinear computations on each element of 
the vector that results from this linear transform, and then for-
wards it to the layer on its right. In the back-propagation step, 
the layer receives the back-propagated vector from a layer on its 
right, and computes a linear transform before forwarding it to the 
layer on its left. The vector received by a layer in the backpropa-
gation step is also used to update the layers’ linear transform in 
preparation for the next iteration. An iteration consists of a feed-
forward step and a back-propagation step—including the linear 

transformation update—executed by all layers, where the first 
layer receives a data point, and the last layer receives an evalua-
tion of a loss function, as their inputs. In this description, for the 
sake of simplicity of exposition, we assumed that each iteration is 
for a single data point.

The most computationally intensive step in the training and testing 
of a DNN is a matrix-vector multiplication. However, a naive ex-
tension of ABFT techniques of coded matrix-vector multiplication 
(e.g. [47, 56]) would require us to encode matrices at every training 
iteration. This is because these matrices are updated at every itera-
tion. This overhead of encoding can be enormous, and comparable 
to the cost of the computation itself, which is undesirable. How-
ever, our strategy—that we call CodeNet—is able to show that by 
carefully weaving coding into the computation of DNN, we are 
only required to code vectors (which is low complexity), and not 
matrices, at every iteration. This enables encoding and decoding 
on the fly. Suppose W is the weight matrix at any layer of the DNN. 
Then the most computationally intensive operation in the feed-for-
ward stage of the DNN is the matrix-vector product s = Wx where 
x comes from the previous layer. Similarly in the back-propagation 
stage, the bottleneck operation is the computation of vector-matrix 
product cT = dTW where d comes from the next layer. Finally, in the 
update step, the W is updated as W W xT! dn+ .

We divide the matrices and vectors into blocks as 

,W
W
W

W
W

x
xx

,

,

,

,

0 0

1 0

0 1

1 1

0

1
= =; ;E E and .T T T

0 1d dd = 6 @  In CodeNet, at the 

beginning of training, the matrix W is coded and stored distribut-
edly (by paying a one-time cost) as follows:
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where each block is stored in a different processing node, and ‘x’ is 
simply denoting that no block exists at that location.

The straggler/error resilience for feed-forward and back-propagation 
are obtained through standard ABFT-type MDS coding, the difficulty 
is in maintaining the coding of the weight matrices even as they are 
updated because encoding the matrix at each iteration is computa-
tionally expensive. We now explain the strategy in a bit more detail, 
first discussing feed-forward and back-propagation steps, and then 
discussing how the coding is maintained in the update step:

Figure 11. Polynomial Codes [95] with m = n = 2 where 

A
A
A B B B,1

1
2

2= =; 6E @. The recovery threshold is 4.
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Figure 12. Matdot Codes [34] with m = n = 2 where 
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For the feed-forward stage, one only uses the first two columns 
as follows:

s
s
s
s
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One can use decoding techniques similar to coded matrix-vec-
tor multiplication to get back s0 and s1 from the 4 coded vectors 

, , ,s s s s0 1 2 3" ,X X  under errors or stragglers. Similarly, for the back-
propagation stage, one can only use the first 2 rows of the coded 
matrix as follows:
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Now, from the 4 coded vectors , , ,c c c cT T T T
0 1 2 3" ,Y Y , one can decode cT

0  and 
cT

1  under errors and stragglers. This ensures that both forward com-
putation and back-propagation are resilient to errors. Importantly, 
by weaving coding in this manner, every sub-matrix is able to up-
date itself at each iteration without the need to encode matrices afresh:

Suppose, W W W, , ,0 2 0 0 0 1= +[ . For the update step, if the processing 
node only has two vectors: T

0d  and coded vector x x x2 0 1= +t , then 
it can update itself as

.W x W x W x, ,

Updated

,

UpdatedW W

T T T
0 2 0 2 0 0 0 0 0 1 0 1

, ,0 0 0 1

d d dn n n+ = + + +t
1 2 3444 444 1 2 3444 444

[

The recovery threshold of this strategy can be improved by utiliz-
ing more sophisticated codes, and will appear in [29].
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From the Editor (continued from page 2)

Announcements, news and events intended for both the printed 
newsletter and the website, such as award announcements, calls 
for nominations and upcoming conferences, can be submitted at 
the IT Society website http://www.itsoc.org. Articles and col-
umns can be e-mailed to me at mikel@buffalo.edu with a subject 
line that includes the words “IT newsletter.”

The next few deadlines are:

Jan 10, 2017 for the issue of March 2018.

April 10, 2017 for the issue of June 2018. 

Please submit plain text, LaTeX or Word source files; do not worry 
about fonts or layout as this will be taken care of by IEEE layout 
specialists. Electronic photos and graphics should be in high reso-
lution and sent as separate files. 

I look forward to hearing your suggestions and contributions.

With best wishes,
Michael Langberg.
mikel@buffalo.edu
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A Walk Over the Memory Lane: One Decade of North 
American Schools of Information Theory (NASIT)

Aylin Yener

I am writing this looking on the Pacific Ocean at an unusually 
warm summer day in San Francisco. As the local news outlets 
search their records to report “record-breaking” temperatures, 
I start browsing my own files, and emails, our society website 
with its abundant resources (including archived material for past 
schools and past issues of the newsletter), looking for “records” 
of significance for what I have been meaning to write about: the 
ten North American Schools of Information Theory completed to 
date, one in each year since 2008. 

First a brief history of how these school have come about: A cold 
December day in 2006 in State College, Pennsylvania (I actually do 
not recall how cold it was, but likely near freezing if not below), 
Gerhard Kramer who at the time was with Bell Labs drove over 
to Penn Sate for a seminar, and a short visit. During our conver-
sations on various things Information Theory, I found myself la-
menting about the scarcity of information theorists on campus and 
lack of my students’ exposure to information theory other than 
the introductory course that I would teach. This of course was not 
a problem unique to Penn State either, and was common among 
many campuses around the country. The idea came up to organize 
a meeting that would be useful for students in particular, less for-
mal than an ISIT, a workshop of sorts perhaps. Gerhard of course, 
was already very familiar with the long tradition of European 
school of Coding and Information Theory, and had abundance 
of experience of organizing workshops. An email trail in the next 
few days (from my records) reveals that it was him who suggested 
we try an “east coast workshop” at Penn State, which eventually 
morphed into the idea of the summer school. 

The First Annual School of Information Theory (yes, optimisti-
cally named) was proposed at the Board of Governors Meeting 
at Allerton 2007. We proposed the school as a vehicle for students 
and postdocs to not only be exposed to excellent tutorials by the 
greats of information theory, but also for the junior members of 

our society to exchange ideas and present their latest results in a 
fully interactive environment. We would hold this at a university 
campus and pay for food and would not charge a registration fee. 
This we conveyed was a way for our society to pay it forward to 
the next generation of information theorists. The board was ex-
tremely supportive and provided us with the financial support 
to commit to the organization and get started. We assembled the 
rest from the generous support of local universities that chipped 
in as well as the federal government (DoD). The hope was that we 

Students listening to the lecture at 2008 NASIT

A group picture with enthusiastic attendees from 2008 NASIT at Penn State
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would attract 30-40 attendees for the school and see if this was an 
idea worth continuing. What happened in the months followed 
was a response from the community that went well beyond our 
imagination, over a hundred students and postdocs signing up for 
the first school. So we tripled our efforts (and food orders), moved 
to a large classroom, and waited for the students to descend upon 
our small town in early June with enthusiasm matched to the co-
lossal autumn football weekends (much more on my side as com-
pared to the said weekends). Gerhard was infinitely helpful at ev-
ery step, as was the remainder of our organizing committee, Nick 
Laneman, Ivana Maric, Lalitha Sankar, Brooke Shrader and Sen-
nur Ulukus. The four days of the school were full of enthusiasm, 
by our lecturers (Toby Berger, Muriel Medard, Vince Poor, David 
Tse) and all of the attendees, students, postdocs, faculty that drove 
over from nearby states. Those four days will always remain in my 
memory as a most rewarding and pleasant experience. I am espe-
cially humbled by the amount of brilliance from the young minds 
we have had at the school, an occurrence that repeated itself every 
single year since. Upon inspection of the hundreds of pictures that 
our photographer took (all in my records, but not all of them made 
it to the web page), I counted over twenty students from that first 
school who are now exceedingly successful junior and mid-career 
faculty all over the world!

The second year at Northwestern was equally fantastic with about 
40% growth in attendees and an amazing organizing team that in-
cluded Randy Berry, Natasha Devroye, Dongning Guo and Dan-
iela Tuninetti that left Gerhard and I much less to do! This was also 
the year Roberto Padovani provided his generous support to start 
the Padovani lectureship, a prestigious yearly award of our society 
since. Our first Padovani lecturer was Abbas El Gamal who awed us 
by teaching (literally) an entire book of Network Information Theo-
ry. Lectures by Dan Costello and Bruce Hajek and the keynote ad-
dress by Bob Gallager were all superb. A memorable moment for me 
is captured in the picture on top of this page. It was really a sight to 
see how excited the students were to have the chance to speak with 
Bob, the circle that surrounded him lasted for quite a while!

By the end of the second NA-
SIT, we felt confident that an an-
nual school was sustainable and 
there was enough interest from 
the community, both on the side 
of the potential attendees, and 
volunteers to both organize and 
lecture at the schools. The third 
annual and the last one I was in-
volved as an organizing co-chair 
was at USC. Gerhard Kramer 
was the chief organizer this time 
at his home campus and once 
again did an amazing job along 
with organizers that included Mi-
chelle Effros, Alex Dimakis and 
Tracey Ho. This school had over 
200 attendees, the largest one to 
date. Despite the size, students 
found plenty of opportunities 
to present their findings (by the 
second school we switched to an 
all poster format for student pre-
sentations) and interact with their 

peers as well as the lecturers and other faculty in attendance. By 
the end of third NASIT, we knew this now was a tradition and that 
the annual schools would go on, and they did, with the generous 
support of the society, federal agencies such as NSF, centers and 
research institutes, the Padovani fund, and of course with the vol-
unteers efforts.

Every year since 2008, NASIT ran with enthusiasm with volunteers 
putting tremendous effort to continue the “tradition” of excellent 
tutorials, enthusiastic presentations and research idea exchanges, 
good food and fun. Fast-forwarding to the last two years, the ninth 
school at Duke University in 2016 again had about 100 attendees, 
where I had the honor of lecturing. I have seen the same enthusi-
asm as in the first school then from a whole different generation. 
The topics of course evolved with time, information theory reach-
ing out now more than ever to sister fields other than communica-
tions, but it was the same spirit of interactive discussion was there 
at every moment same as in the early schools. Same experience 
repeated the 10th Annual NASIT this year at Georgia Tech and was 
special in many ways. It brought a few of us who were in the first 
school together: Gerhard, Muriel and I were present to lecture, and 
most importantly, for the first time we had the organizing chair as 
an alumnus of NASIT! Yes, Matthieu Bloch was a newly minted 

Group Photo from 2016 NASIT at Duke University 

Students listening to Bob Gallager’s wisdom filled 
advice at 2009 NASIT
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postdoc who was a student attendee in the first NASIT.  So, we 
have come full circle in one decade, going from student to organiz-
ing the school. The paying forward indeed worked after all!

The enthusiasm of NASITs has been infectious and we now as a 
society support schools all over the world. In addition to an ex-
panded annual European School of Information Theory (ESIT), 
Australia, India, East Asia hold annual schools, and South Africa 
had held one a couple of years ago as well. We now have a subcom-
mittee (similar to the conference committee) that collects proposals 
and provides feedback to the organizers and eventually relays the 

proposal to the Board of Governors for support. So, a well-working 
process is in place for proposing and organizing schools. Our sis-
ter societies also now hold summer schools with similar formats. 
Information theory society has been recognized by the IEEE, for its 
outstanding outreach programs, including the schools.

We have volunteers signing up to organize schools from the alum-
ni of the school, and we now have a substantial number of school 
alumni who themselves have students they can encourage to par-
ticipate in school. The future of the schools continues to inspire 
me. After all, it represents the future of information theory!

On “Composing Music by a Stochastic Process”:  
From Computers that are Human to Composers  
that are Not Human

Haizi Yu and Lav R. Varshney1

With the passing of Mary Elizabeth Moore 
“Betty” Shannon on May 1, there has been re-
newed interest in her Bell Labs work at the in-
tersection of music and mathematics (mutual 
loves she shared with her husband, Claude 
[1]). Here we discuss some context around her 
work described in the technical memorandum 
“Composing Music by a Stochastic Process” 
(1949), together with the intellectual arc of 
computational creativity for music composi-
tion that has carried forward to the present.

Betty Shannon studied mathematics at the 
New Jersey College for Women (now Douglass 
College at Rutgers University) on a full schol-
arship and graduated Phi Beta Kappa. The next 
day, she started work at Bell Laboratories in 
Manhattan as a computer in the mathematics 
department; she was later  promoted to techni-
cal assistant [1], [2]. For a 200-year period in 
the history of science and technology, human 
workers called “computers” were employed to carry out scientific 
calculations by hand, whether in computing the 1758 return of 
Halley’s comet, mathematical tables during the Great Depression, 
or ballistics tables during WWII. Sometime during the war, War-
ren Weaver started calling computers “girls” and one member of 
his Applied Mathematics Panel defined the unit “kilogirl,” pre-
sumably a term for a thousand hours of computing labor [3]. In 
this era and beyond, e.g. at NACA, it was a significant and unu-

sual achievement for a woman to get her name 
on a research report; human computers were 
even largely excluded from editorial meetings 
where reports were developed [4]. As such, it 
was exceptional for Bell Telephone Laborato-
ries Technical Memorandum MM-49-150-29, 
“Composing Music by a Stochastic Process,” 15 
November 1949 to list both John R. Pierce and 
Mary E. Shannon [5].

Though Pierce and Shannon were unaware 
at the time, their stochastic music composi-
tion algorithms followed in the tradition of W. 
Mozart, J. Haydn, M. Stadler, and K. P. E. Bach 
[6], but improved upon it considerably. In the 
memorandum, the authors introduced stochas-
tic models to describe the generating process 
of chord progression in four-part harmonies, 
while carefully controlling the model behavior 
to resemble what a human composer would do 
in part writing. The rules for both chord con-

struction (1-gram) and chord progression (2-gram) were largely 
borrowed from known music theory as well as personal specifi-
cations such as keeping common tones between adjacent chords. 
The set of rules defined the legal actions in the composition pro-
cess as well as their chances to be selected. Therefore, the result-
ing chord progression was a realization of the stochastic process 
specified by the rule set.

Under modern taxonomy, the Pierce-Shannon composition mod-
el can be thought of as a probabilistic expert system for symbolic 
music (not audio waveforms). Both the rules and chances involved 
in this stochastic model are pre-specified rather than learned from 
data (a Markov random process rather than reinforcement learning), 

1  This work was supported in part by the IBM-Illinois Center for 
Cognitive Computing Systems Research (C3SR), a research collaboration 
as part of the IBM Cognitive Horizons Network.



19

December 2017 IEEE Information Theory Society Newsletter

and thus the algorithm runs mechanically as a sampling automa-
ton once it starts; the algorithm is pre-fixed whereas its outputs are 
random realizations. Known weaknesses exist for this composition 
model, e.g. the composed music lacks a long-range plan due to being 
Markov and the quality of the results directly depends on the given 
rules whose design itself is an art. Indeed, as Pierce later described 
[6], “While the short-range structure of these compositions was very 
primitive, an effort was made to give them a plausible and reason-
ably memorable, longer-range structure…. the compositions were 
primitive rondos.”

In our eyes, the model was a significant achievement in computa-
tional creativity, especially for the 1940s when the algorithm was 
implemented by “throwing three specially made dice and by us-
ing a table of random numbers,” [6] and before J. McCarthy, M. L. 
Minsky, N. Rochester, and C. E. Shannon asserted creativity as a 
central goal in the formalization of artificial intelligence [7]. Fur-
ther progress in Markov chain music was made by L. A. Hiller, Jr. 
and L. M. Isaacson of the University of Illinois at Urbana-Cham-
paign, who formulated the rules of four-part, first-species counter-
point so that an electronic computer could choose notes at random 
and reject them if rules were violated. This music was curated and 
published as the llliac Suite for String Quartet (1957) [8]. Even to-
day, the Pierce-Shannon composition model is used as the core of 
many modern techniques in music composition and style replica-
tion. Perhaps the only change is that modern electronic computers 
enable extension of the model to higher-order n-grams that allow 
a long-range composition plan. 

In reflecting on their work, John Pierce suggested [6] “the infor-
mation-theoretic composer… will make up his composition of 
larger units [recognizable chords, scales, themes, or ornaments] 
which are already familiar in some degree to listeners through the 
training they have received in listening to other compositions. … 
Perhaps the composer will surprise the listener a bit from time to 
time, but he won’t try to do this continually.” But where do these 
concepts, rules, and notions of surprise come from? 

Recent research in computer music, including our own [9]–[12], is 
concerned with automatically learning a hierarchy of human-inter-
pretable composition rules—the laws of music theory directly from 
raw sheet music—and best methods to coherently break rules to 
personalize composition style. Interestingly, our approach to inter-
pretable concept learning uses an iterative alternating optimization 
of information-theoretic functionals such as Bayesian surprise and 
mutual information, interpreted as cycling between a generative 
component (student) and a discriminative component (teacher) 
[9]–[11]. The algorithm not only reproduces much of standard mu-
sic theory in textbooks, but also yields some novel music theory 
that our colleagues in the Music department find intriguing (see 
our project webpage at https://mus-rover.csl.illinois.edu/). Now, 
machines may not only execute composition rules automatically, 
but learn and break rules automatically too. They may even part-
ner with human composers in creative conversations.

Some have described Claude and Betty Shannon as “one of the 
great mathematical marriages of our time: one that produced 

path-breaking work” [1]; here we have tried to describe one fur-
ther example of such path-breaking mathematical work in context. 
Computational creativity and computer music appear to be pro-
ceeding along a path of history that runs quite centrally through 
the work of Betty Shannon. 

Acknowledgment

We thank Charlie Bahr (Bell Labs) for sending us a copy of Techni-
cal Memorandum MM-49-150-29.

References

[1] J. Soni and R. Goodman, A Mind At Play: How Claude Shannon 
Invented the Information Age, New York: Simon & Schuster, 2017.

[2] “Mary Elizabeth Moore ‘Betty’ Shannon,” The Boston Globe, 14 
May 2017.

[3] D. A. Grier, When Computers Were Human, Princeton: Princeton 
University Press, 2013.

[4] M. L. Shetterly, Hidden Figures: The American Dream and the Un-
told Story of the Black Women Mathematicians Who Helped Win the 
Space Race, New York: HarperCollins, 2016.

[5] J. R. Pierce and M. E. Shannon, “Composing Music by a Sto-
chastic Process,” Bell Telephone Laboratories Technical Memoran-
dum MM-49-150-29, 15 November 1949.

[6] J. R. Pierce, An Introduction to Information Theory: Symbols, Sig-
nals and Noise, second revised edition, Dover Books, 1980.

[7] J. McCarthy, M. L. Minsky, N. Rochester, and C. E. Shannon, “A 
Proposal for the Dartmouth Summer Research Project on Artificial 
Intelligence,” 31 August 1955.

[8] L. A. Hiller, Jr., and L. M. Isaacson, llliac Suite for String Quarter, 
Bryn Mawr, PA: Theodore Presser Company, 1957.

[9] H. Yu, L. R. Varshney, G. E. Garnett, and R. Kumar, “Learning 
Interpretable Musical Compositional Rules and Traces,” in ICML 
Workshop on Human Interpretability in Machine Learning, June 2016.

[10] H. Yu, L. R. Varshney, G. E. Garnett, and R. Kumar, “MUS-
ROVER: A Self-Learning System for Musical Compositional 
Rules,” in Proc. 4th Int. Workshop Musical Metacreation (MUME), 
June 2016.

[11] H. Yu and L. R. Varshney, “Towards Deep Interpretability 
(MUS-ROVER II): Learning Hierarchical Representations of Tonal 
Music,” in Proc. 5th Int. Conf. Learning Representations (ICLR), Apr. 
2017.

[12] H. Yu, T. Li, and L. R. Varshney, “Probabilistic Rule Realiza-
tion and Selection,” to appear in Proc. 30th Annu. Conf. Neural In-
formation Processing Systems (NIPS), Dec. 2017.



20

IEEE Information Theory Society Newsletter December 2017

The Historian’s Column
Anthony Ephremides

Most of us would probably agree that we live in turbulent times. The 
world has gone through very tough periods before and so it is tempt-
ing to distance ourselves from “current affairs” and maintain scientific 
“neutrality”. Storms come and go. True. However, they can leave a lot 
of destruction and damage in their wake. (Disclosure: I am writing 
these lines in the aftermath of the triple whammy delivered by Harvey, 
Irma, and Maria). Prudent individuals can minimize the harm if they 
plan and react properly. Therefore, I would argue that, even though 
we are scientists dedicated to Information Theory and its applications, 
it is important to not only observe but also to react and, why not, in-
fluence the path of the storm. After all, as nuclear physicists during 
and after World War II faced the heavy burden of responsibility and 
guilt for the potential misuse of their work, we, as contributors to the 
Information Revolution that has already changed the world, cannot 
stay silent about how our work may be used or abused. We belong to 
humankind and to the global society, in addition to our own local and 
national ones. Hence, it is possible (though not easy) to have a unified 
and common view regarding such matters.

So, what are the “burning” issues that prompted me to start this 
column in this solemn fashion? To begin with, we need to maintain 
a calm and patient attitude and employ our capacity for analytical 
thinking before we let emotional tendencies take the better of our-
selves. There is turmoil in the world; and I do not mean only the po-
litical landscapes that have turned ugly almost everywhere. There 
is the threat and the actual conduct of wars that continue to ravage 
many parts of the globe. In addition, there is CHANGE in the air that 
is challenging traditions, attitudes, and cultures worldwide. The so-
cial fabric that has defined most of our attitudes and that was more or 
less prevailing everywhere before the Information revolution seems 
to be breaking apart. This change has been beneficial to many and yet 
it seems to be frightening to all. A person may need to change skills 
several times during their lifetime in the future as obsolescence has 
accelerated in everything we do. This is a truly frightening specter 
for many. Even the development of new fantastic technologies (like 
self-driving cars, extreme reliance on robots and automation, daz-
zling communication lines crisscrossing the world and our lives) can 
be scary. Religion, that generally provides a pillar of support to peo-
ple as they navigate the turbulence in their lives, seems to be losing 
its grip. Taboos, like gender identity, family structures, etc. are also 
weakening. News, whether real or fake, and the social networking 
media spread disturbing rumors and threats. The energy reserves, 
the availability of healthy nutrition, and even the supply of clean wa-
ter are all dwindling. All these raise intense feelings of insecurity that 
can transform sane people to fodder for demagogues and shake the 
foundations and stability of an increasingly overpopulated world.

Each one of us may share these thoughts to a higher or lesser de-
gree but it is difficult to deny that, unlike disruptive developments 
of earlier eras, this time we are more aware of the fragility of our 
world. In our corner of the world of science, we have been seeing 
signs of this turmoil for some time now. We had the unabashed 
persecution of colleagues of Jewish origin or of political dissidents 
behind the Iron Curtain. The ISIT of 1968 that was scheduled to 
take place in Patras, Greece, had to be hastily rescheduled and 
moved to San Remo, Italy. Right after our symposia in Istanbul 
and Barcelona, we have seen serious unrest developing in those 
cities that might have affected our conferences there, had they 

occurred just a few months earlier. 
The Signal Processing Society had 
to move its planned Spring 2018 ma-
jor Symposium from South Korea to 
Canada, due to the potential threat of 
dangerous developments in the Ko-
rean peninsula. We experience new 
difficulties in the granting of visas 
and we see the freedom of movement 
around the world increasingly cur-
tailed and in danger. So, what to do? 

The explosion in the growth of the use of hand-held devices has 
been staggering. We all accept unquestioningly that this is a good 
thing; no, we all accept that this is a great thing and we are striv-
ing, through our work, to enhance this growth further. We ignore 
conservative voices that see doom and gloom down the road. Per-
haps they are wrong. But, perhaps they are not. When I walk to 
class, I often see students on a roller board cutting in front of cars 
while their eyes are glued to the screen of their smartphones. Sta-
tistics about the amount of time spent collectively surfing on the 
social networks are reaching unbelievable levels. Is there time for 
anything else? Have people stopped thinking? or dreaming? or 
talking? Is humanity condemned to a life of idleness and nonsense 
exchanges over the ether? Perhaps President’s Trump contribution 
to the world will be a growing disgust for tweeting. 

Of course, there is the Altera pars. Through the social media, it is 
possible to organize against oppression. Through social media, it 
is possible to organize conferences in remote parts of the world 
within a few weeks. Through social media, it is possible to accom-
plish hundreds of worthwhile things.

The question is should we have a say, or a role, in deciding (or shap-
ing) the way these advances in Information technology are to be 
used? A parallel question, asked perhaps too late, was whether the 
nuclear physicists should have had a role in deciding how nuclear 
power was to be used. Or, whether ballistics specialists should have 
a role in deciding how advanced weapons should be used. (Disclo-
sure: again, these lines are written in the aftermath of the horrific 
shooting in Las Vegas). More specifically, shouldn’t we revisit the 
mantra of Information Theory that discards the importance of the 
content (or the meaning, or the purpose) of a message over a com-
munication link? Isn’t it time (from a sociological perspective this 
time) to broaden the scope of our field? Already there have been 
investigations of the fundamental limits of Social Networks. Should 
we extend such investigations to the fundamental limits of the dam-
age or the benefit that can result from the use of social networks?

These questions are disturbing and it is tempting to dismiss them as 
irrelevant or as daydreaming. However, the study of History is not 
intended only to record and interpret the past. It is mainly to help pre-
dict and shape the future. It is to learn from the past. Just as we do with 
handling the storms and other catastrophic events that mar our lives.

Ps: Time takes its toll; so, once again we need to update the picture 
that accompanies this column. The “age” of a picture should be 
much less than the age of the person it depicts a 
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BalkanCom’17: A New Conference on  
Communications and Networking 

Stark Draper

On Tuesday 30 May 2017 the first Bal-
kan Conference on Communications 
(BalkanCom’17) was initiated in Tira-
na, Albania. The conference brought to-
gether lecturers, speakers, and students 
from a number of areas of communica-
tion amongst whom the Information 
Theory Society was well represented. 
The objectives of the conference are 
to establish a forum for high-quality 
research in the Balkan countries, to ex-
pose local students to state-of-the-art 
topics and to top-notch researchers, 
and to foster scientific interconnection 
and research in the region. This was 
the first time an international confer-
ence of communications had been held 
in Albania, and it set a good precedent 
for next year’s meeting; to be held just 
up the coast in Montenegro. 

The conference was bookended by 
tutorials. On the first day Prof. Ian 
Akyildiz of Georgia Tech delivered a tutorial on the ten key en-
abling technologies in the 5G roadmap. On the final day Prof. 
Huesyin Arslan of the University of South Florida looked past 
5G in his tutorial on future methods of flexible radio access. In 
between attendees benefitted from three superb plenary talks. 
Prof. Georgios Giannakis of the University of Minnesota spoke 
on sketching techniques for big data. Prof. Gerhard Kramer of the 
Technical University of Munich presented information theoretic 
limits on fiber-optic communications. Prof. Alexander Proutiere 
from KTH Sweden discussed how online learning approaches 

can be used to solve resources allocation problems in wireless 
networking. 

The technical program of the conference included both invited ses-
sions and submitted talks and posters. Topics spanned network-
ing, signal processing, information theory, and error-correction 
coding. Complementing the technical discussions was a panel dis-
cussion focusing on technological and educational development 
in the Balkans. The full program of BalkanCom’17 is available 
at http:// www.balkancom.info/index.html.

Out of conference hours attendees enjoyed exploring Tirana, the 
bustling capital of Albania. Great food, friendly locals, and interest-
ing sites and museums documenting the history of the country and 
region provided plenty of interesting discoveries. For the conference 
banquet, attendees were treated to a tour of the one of the largest  
Roman-era amphitheater in the Balkan peninsula located in the coast-
al Adriatic town of Durrës (Epidamnos in Greek, Durazzo in Italian, 
Drač in Serbian, or Dyrrachium in Latin). Durrës was the western 
terminus of the Roman Via Egnatia, which ran from Durrës to Thes-
salonica and on to Constantinople (present-day Istanbul). A visit to 
the Archeological Museum, and stroll along the seaside promenade 
led to a delicious seafood dinner, fueled by plenty of rakia.

Many thanks (Faleminderit!) are due the General Chairs Ian Aky-
ildiz and Arjan Durresi, the TPC chairs Anthony Ephremides, 
Petar Popovski, and Mehmet Can Vuran, the rest of the organizing 
committee, student volunteers and participants. This was a great 
start to a new conference series in an under-represented region 
of Europe. We look forward to many more years, and hope that 
ITSoc members will consider submitted to the next edition. Bal-
kanCom’18 will be held in Podgorica, Montenegro, on 4–8 June 
2018.

Endrit Dosti (University of Oulu and UofT) presents on ultra-reliable communica-
tions at BalkanCom’17.

Amira Alloum (Nokia), ldo Tal (Technion), Özgür Gürbüz 
(Sabanci University) Stark Draper (UofT), Georg 
Böcherer (TUM), tour guide Dorarta, and Ingmar Land 
(Huawei) enjoy the Albanian seashore in Durrës at 
BalkanCom’17.
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Call for Nominations 
(ordered by deadline date)

Thomas M. Cover Dissertation Award

The IEEE Information Theory Society Thomas M. Cover Dissertation Award, established in 2013, is awarded annually to the author 
of an outstanding doctoral dissertation.

NOMINATION PROCEDURE: Nominations and letters of endorsement must be submitted by January 15, 2018. All nominations 
should be submitted using the online nomination forms. Please see http://www.itsoc.org/cover-award for details.

IEEE Joint ComSoc/ITSoc Paper Award

The Communications Society/Information Theory Society Joint Paper Award recognizes outstanding papers that lie at the intersec-
tion of communications and information theory. Any paper appearing in a ComSoc or ITSoc publication during the preceding three 
calendar years is eligible for the award.

NOMINATION PROCEDURE: Nominations and letters of endorsement must be submitted by February 15, 2018. All nominations 
should be submitted using the online nomination forms. Please see http://www.itsoc.org/honors/comsoc-information-theory-
joint-paper-award/comsoc-itsoc-paper-award-nomination-form for details. Please include a statement outlining the paper’s con-
tributions.

IEEE Information Theory Society Claude E. Shannon Award

The IEEE Information Theory Society Claude E. Shannon Award is given annually to honor consistent and profound contributions 
to the field of information theory.

NOMINATION PROCEDURE: Nominations and letters of endorsement must be submitted by March 1, 2018. All nominations 
should be submitted using the online nomination forms. Please see http://www.itsoc.org/shannon-award for details.

IEEE Information Theory Society Aaron D. Wyner Distinguished Service Award

The IT Society Aaron D. Wyner Service Award honors individuals who have shown outstanding leadership in, and provided long 
standing exceptional service to, the Information Theory community.

NOMINATION PROCEDURE: Nominations and letters of endorsement must be submitted by March 1, 2018. All nominations 
should be submitted using the online nomination forms. Please see http://www.itsoc.org/wyner-award for details.

IEEE Fellow Program

Do you have a colleague who is a senior member of IEEE and is deserving of election to IEEE Fellow status? If so, please submit a 
nomination on his or her behalf to the IEEE Fellow Committee. The deadline for nominations is March 1, 2018. 

IEEE Fellow status is granted to a person with an extraordinary record of accomplishments. The honor is conferred by the IEEE 
Board of Directors, and the total number of Fellow recommendations in any one year is limited to 0.1% of the IEEE voting member-
ship. For further details on the nomination process please consult: http://www.ieee.org/web/membership/fellows/index.html

IEEE Information Theory Society Paper Award

The Information Theory Society Paper Award is given annually for an outstanding publication in the fields of interest to the Society 
appearing anywhere during the preceding two calendar years. The purpose of this Award is to recognize exceptional publications 
in the field and to stimulate interest in and encourage contributions to fields of interest of the Society.

NOMINATION PROCEDURE: Nominations and letters of endorsement must be submitted by March 15, 2018. All nominations 
should be submitted using the online nomination forms. Please see http://www.itsoc.org/honors/information-theory-paper- 
award/itsoc-paper-award-nomination-form for details. Please include a statement outlining the paper’s contributions.
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IEEE Information Theory Society Board of  
Governors Meeting
Location: Aachen, Germany

Date: 25 June 2017

Time: The meeting convened at 12:50 pm (GMT+2); the meeting 
adjourned at 5:11 pm.

Meeting Chair: Rüdiger Urbanke

Minutes taken by: Stark Draper

Meeting Attendees: Jeff Andrews*, Alexander Barg, Andrew Bar-
ron, Matthieu Bloch, Helmut Bölcskei, Suhas Diggavi, Alex Dima-
kis, Stark Draper, Michelle Effros, Elza Erkip, Christina Fragouli, 
Stephen Hanly, Tara Javidi, Michael Langberg, Matt LaFleur#, Ubli 
Mitra, Pierre Moulin, Prakash Narayan, Krishna Narayanan, Alon 
Orlitsky, Vincent Poor, Anand Sarwate#, Emina Soljanin, Daniela 
Tuninetti, Rüdiger Urbanke, Emanuele Viterbo, Michelle Wigger, 
Aaron Wagner#, Greg Wornell, Aylin Yener, Wei Yu (Remote at-
tendees denoted by *, non-voting attendees by #).

Business conducted between meetings: Between the Feb. 2017 and 
Jun. 2017 Information Theory Society (ITSoc) Board of Governors 
(BoG) meetings, a number of items of business were conducted and 
voted upon by email. These included an election and the passing of a 
number of motions. These items and results are summarized below:

1) Gerhard Kramer was elected to the Nominations and 
Appointments Committee.

2) Motion: “The BoG is requested to consider a motion to 
approve the following appointment to the Editorial Board of 
the IEEE Transactions on Information Theory: Max Costa, 
Shannon Theory.” The motion was put forward by Trans-
actions Editor-in-Chief Prakash Narayan and was passed by 
the BoG.

3) Motion: “Nominate Ayer Ozgur to serve as co-chair of 
Student Outreach Subcommittee from Jan. 2017–Dec. 2018.” 
The motion was approved.

4) Motion: “To approve a new simplified procedure to handle 
approvals of technical co-sponsorships (TCS) for conference.” 
In summary: For conferences that have been approved by the 
BoG for two consecutive years, the Conference Committee can 
independently authorize IT Society Technical Co-Sponsorship 
(TCS), provided that the Committee reaches consensus and 
that the conference has not undergone major changes. In all 
cases, TCS decisions revert to the BoG for review every 6 years. 
The motion passed.

5) Motion: “To approve an allocation of $45k USD to make 
three additional educational videos.” This would be a con-
tinuation of an initiative to develop videos to explain net-
work coding and space-time codes, with those first two 
videos nearing completion. The motion passed.

6) Motion: “Approve the necessary funds to buy around 800 
copies of the new Shannon biography A mind at play: How 

IEEE Information Theory Society James L. Massey Research & Teaching Award for Young 
Scholars

The purpose of this award is to recognize outstanding achievement in research and teaching by young scholars in the Information 
Theory community. The award winner must be 40 years old or younger and a member of the IEEE Information Theory Society on 
January 1st of the year nominated.

NOMINATION PROCEDURE: Nominations and supporting materials must be submitted by April 30, 2018. All nominations 
should be submitted using the online nomination forms. Please see http://www.itsoc.org/honors/massey-award/nomination-
form for details.

IEEE Awards

The IEEE Awards program pays tribute to technical professionals whose exceptional achievements and outstanding contributions 
have made a lasting impact on technology, society and the engineering profession. For information on the Awards program, and for 
nomination procedures, please refer to http://www.ieee.org/portal/pages/about/awards/index.html
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Claude Shannon invented the Information Age (this is equal to 
the number of ISIT participants) to be distributed as gifts at 
ISIT in Aachen.” The motion passed.

7) Motion: “Approve the ITSoc BoG minutes from the Feb. 
2017 meeting.” The motion passed.

8) Motion: “To support the 2017 Indian School with the 
amount requested ($12k USD).” The motion passed.

At 12:50pm local time, ITSoc president Rüdiger Urbanke called 
the meeting to order. He started by reviewing the agenda.

Motion: A motion was made to approve the agenda. The 
motion was passed unanimously.

1) President’s Report: Rüdiger presented the President’s 
report. Rüdiger started by proposing a new approach to 
running ITSoc BoG meetings going forward, one that is 
being prototyped in this meeting. In order to free up time 
for discussion of forward-looking topics, which at this meet-
ing would center on the proposals for a new journal and a 
new magazine, many issues were dealt with by email prior 
to the meeting. Thus, Rüdiger will try to move through the 
standard reports quickly, with an aim of finishing all within 
two hours. He requested the BoG to provide feedback on the 
success of the approach and for further suggestions. Rüdiger 
then discussed the new approach to distributing the T-IT 
table of contents via email with one objective being to 
increase click rate. He updated the BoG on the Shannon 
movie. While some graphics and historic shooting at 
Princeton remain to be done, the target is to have the movie 
completed by the end of 2017.

2) Treasurer’s Report: Treasurer Daniela Tuninetti presented 
the treasurer’s report. She focused on the 2018 budget, 
shortly due to the IEEE. The IEEE Board of Directors 
approved a target goal of 2.5% operational surplus (exclud-
ing new initiatives) for IEEE overall. As noted in previous 
meetings, ITSoc’s challenge is that there has been a continu-
ing decline in revenue from Transactions in the past few 
years (which the IEEE predicts will continue) and, in the 
same period, the BoG has aimed to reduce income from 
conferences. Therefore unless we can, e.g., increase the click-
rate to increase the income coming from the Transactions, 
there will be a need to increase revenue from conferences. 
She presented two proposals to balance the budget in the 
near term: (i) reduce subsidies to schools and (ii) increase 
the conference surplus targets. In 2018 year we can further 
increase revenue by eliminating the subsidy provided to 
those that receive the printed version of the Transaction. It 
is not clear whether this subsidy can be eliminated even 
more quickly, but Daniela’s proposal is to get there as soon 
as possible. A question was raised about the level of editing 
of the Transactions, which a couple years back was reduced 
to “moderate”. There is no lower-level of editing, so no fur-
ther savings are possible there.

Motion: “Change the pricing of the paper copy of the 
Transition to be cost neutral as soon as possible.” Daniela 
made the motion. Aylin Yener seconded the motion. The 
motion passed.

Daniela next discussed new initiatives. She suggested ITSoc 
continue into 2018 some of the new initiatives that started in 
2017 as a continuation of the outreach activities for the 2016 
Shannon Centennial in 2016. These could continue to be sup-
ported under the “3% rule” is needed. These might include 
(i) further educational videos, (ii) continued development of 
the children’s book, and (iii) an additional subsidy to purchase 
copies of the Shannon biography that attendees will receive at 
ISIT. There was a discussion by the BoG on how schools might 
be reconfigured or augmented to be classified as new ini-
tiatives. For example, schools could include undergraduates 
and/or K-12 outreach, new aspects that would also provide 
the graduate students attending the opportunity to contribute 
to outreach.

Motion: “Move for an additional $45k USD to be spent 
on video clips, $15k USD more for the speaker series, 
$20k USD for the children’s book on information theory, 
$20k USD for K-12 and undergraduate outreach, all un-
der the for 3% rule, pending IEEE approval.” The motion 
passed unanimously. 

3) Online Committee: Online Committee Chair Anand Sarwate 
quickly reviewed the current outreach activities by the 
Committee, received feedback from the BoG on how the vari-
ous activities (the Shannon documentary, YouTube tutorials, 
the children’s book) are promoted, and discussed how the 
activities will be archived. He summarized current outreach 
via email lists, including distributing the table-of-contents of 
each month’s Transactions.

4) Pilot Video Project: On behalf of Matthieu Bloch, Michelle 
Effros gave an update on the pilot video project. The two 
pilot videos are almost complete. One is on network coding, 
the other on space-time coding. Both videos were developed 
in partnership with Brit Cruise, an experienced developer of 
online educational videos. The target audience was high 
school students. There is a call out to the ITSoc community 
for proposals to develop additional introductory videos. 
There is budgeting for three more videos. Proposals should 
be sent to Matthieu Bloch.

5) Fellows Committee: Fellows Committee Chair Helmut 
Bölcskei thanked the members of the Committee. There were 
9 nominations this year. The outcome will be announced in 
November.

6) Massey Award Committee: Massey Committee Chair 
Helmut Bölcskei thanked the members of the Committee. 
The Committee considered all 8 nominations that were 
received since the inception of the award in 2015. Aaron 
Wagner was selected. The field was quite strong. Helmut 
noted that there was some confusion regarding the nomina-
tion deadline, the age cutoff, etc. Necessary clarifications 
will be made and posted.

7) Membership Committee: Membership Committee Chair 
Emina Soljanin told the BoG that this year’s Padovani 
Lecturer, Prof. Amin Shokrollahi, was not able to get a visa 
to visit the US to deliver his lecture in person at the North 
American School of Information Theory (NASIT). Instead 
he had to deliver his lecture remotely. Regarding chapter 
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activities, there are two new chapters, one in Italy that has 
been formed, and a second in Switzerland that has been 
approved. There is a need for more requests for Distinguished 
Lecturer (DL) tours. Such requests must come from chapters 
and there were only two requests this year. In an effort to 
increase the number of tours for DLs, the DLs have been 
invited to the Chapter’s Lunch at ISIT 2017. Emina reviewed 
activities of the Outreach Subcommittee at ITA2017 (includ-
ing the panel discussions “You and your research”) and 
(then upcoming) ISIT2017 activities including roundtables 
on a dozen important topics. The Outreach Subcommittee 
has also been looking into the effectiveness of the Mentoring 
Program, with a report forthcoming. The activities of the 
Student Subcommittee were also reviewed, including out-
reach efforts and meet-the-Shannnon-Lecturer lunch. 
Finally, Emina discussed the reorganization and consolida-
tion of the Membership Committee that was initiated at the 
October 2016 BoG meeting. 

8) Nominations and Appointments Committees: Nominations 
and Appointments (N&A) Committee Chair Michelle Effros 
first discussed the protocol the Committee follows that leads 
to the creation of the list of BoG nominees. At least 12 candi-
dates from the N&A Committee (for which no voting is 
needed), individual BoG members can also nominate (these 
require the support of at least five BoG members), and non-
BoG ITSoc members may nominate. Each year six new BoG 
members are elected in the fall along with one from each 
under-represented region. Michelle presented the list of 13 
BoG candidates for 2018–2020. Aspects the Committee con-
siders in the final determination of the list include: BoG 
members completing their first term, geographical represen-
tation, seasoned wisdom vs. new energy, demonstrated 
Society leadership, and diversity (broadly interpreted). She 
asked if there were any nominations at the meeting, of which 
there were none. 

9) Constitution and Bylaws Committee: Michelle Effros 
chairs this Committee as part of her duties as Second Past 
President. Michelle described to the BoG how there are a 
number of confusing sections in the Constitution and 
Bylaws, and a number of internal inconsistencies. This year 
Michelle is reviewing the documents to clean up these 
aspects. The BoG will receive updated text for the Bylaws 
prior to the October 2016 meeting.

10) Nominations to Presidential chain: Rüdiger next request-
ed nominations to the presidential chain of offices. He first 
asked for nominations for the second vice president:  
(i) Emanuele Viterbo was nominated by Elza Erkip and sec-
onded by Prakash Narayan; (ii) Helmut Bölcskei was nomi-
nated by Emina Soljanin and seconded by Pierre Moulin. 
Rüdiger next asked for nominations for the first vice presi-
dent: Emina Soljanin was nominated by Alon Orlitsky and 
seconded by Christina Fragouli. Rüdiger then requested for 
nominations for president: Michelle Effros was nominated 
by Elza Erkip and seconded by Suhas Diggavi. The election 
will be conducted by email.

11) Awards Committee: Awards Committee Chair Elza Erkip 
discussed the Best Paper award. A report was distributed to 
the BoG a couple weeks prior to the meeting. She talked 

through the nominations for the best paper award and the 
process followed by the Committee. There was a discussion 
amongst the BoG of how better to identify candidate papers 
and to foster nominations.

Motion: “To accept the report of the Awards Commit-
tee.” This was moved by Rüdiger and seconded by Alex-
ander Barg. The motion passed unanimously.

Motion: “To award the paper per the recommendation 
of the Awards Committee.” This was moved by Vincent 
Poor and seconded by Ubli Mitra. The motion passed 
unanimously.

12) Schools Subcommittee: Schools Subcommittee Chair Aylin 
Yener presented the proposal for the North American School 
of Information Theory (NASIT’19) to be held at Texas A&M 
University.

Motion: “To support 2019 NASIT at Texas A&M in the 
amount of $20000 USD.” The motion was approved.

13) Publications Committee: Publications Committee Chair and 
Transaction Editor-in-Chief (EiC) Prakash Narayan began by 
reminding the BoG of the new system of management of the 
Transactions. This includes an EiC and an Executive Editor 
(EE) both serving contemporaneous 18-month terms. 
Alexander Barg is the current EE. Prakash next turned to the 
PRAC (Periodicals Review and Advisory Committee) report. 
This is an IEEE Technical Activities Board (TAB) review that 
every IEEE publication goes through each five years. The 
objective is to ensure timeliness and quality, compliance with 
IEEE policies and procedures, and financial help as well as to 
provide suggestions for improvements and thoughts on best 
practices. Main issues discussed in the report include sub-
mission-to-publication (sub-to-pub) times, reduction in click 
rates, and a technical concern about fast-reject. Prakash 
review for the BoG some statistics about the Transactions: 
roughly 1100 papers have been submitted each of the past few 
years, the average sub-to-pub time has been reduced from 
over 20 months in 2013 to 15.3 now, the average annual page 
count is about 7500 pages across roughly 500 articles. Prakash 
was asked about the impact factor of the Transactions and the 
effect of papers of particular significance. Prakash told the 
BoG that the impact factor can vary quite unpredictably, e.g., 
the impact factor was 1.7 the week prior to the ISIT then 
jumped to 2.5 the week of the BoG meeting. His strategy will 
be to stick to the basics and then to diversity and improvise 
judiciously.

Prakash told the BoG he had formed an ad-hoc group for 
self examination consisting of the current and past two EiCs, 
the EE, and the current Executive Editorial Board. The goals 
of the Ad-Hoc Group were to figure out how to make the 
Transactions appeal to a broader community, reduce sub-
to-pub times, and how to improve impact factor and click 
rates on IEEEXplore. The Group backed the following recent 
steps: (i) increase the number of associate editors (AEs) to 
60, and (ii) try to accelerate inevitable decisions. Regarding 
the latter, Prakash discussed the process for fast rejection of 
out-of-scope or technically deficient submissions. For out-
of-scope, fast rejection is handled by the EE. To reject based 
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on technical deficiency the assigned AE discusses the article 
with the EiC and the EE; all three must concur on a decision 
to reject. 

Prakash then discussed some new initiatives backed by the 
Ad-Hoc Group intended to enhance the appeal of the Trans-
actions, and also to increase the impact factor and clicks on 
IEEEXplore. These can be categorized into “Quickies” that 
are already in motion and “Slowies” which will be initiated 
beginning in 2018. The quickies include distribution of each 
month’s Transaction’s table of contents via email, efforts by 
the authors and AEs to ensure that, in their list of references, 
all articles published in the Transactions cite published ver-
sions of background material rather than ArXiv versions. The 
slowies include publishing invited (and reviewed) cross-cut-
ting articles in the Transactions that draw on ideas from infor-
mation theory and emerging developments in complemen-
tary fields (including, e.g., bioinformatics, machine learning 
cyber physical systems, theoretical computer science, phys-
ics). For these contributions the EiC will serve as AE. The in-
tent is to have 3–4 articles per year where the co-authors have 
at least one “collective foot” planted firmly in ITSoc. To date 
three groups of authors have been invited.

Prakash then pointed the BoG (and the general ITSoc commu-
nity) to information for reviewers posted by the former EiC 
Frank Kschischang (http://www.comm.utoronto.ca/trans-it/ 
reviewer-info.shtml). To summarize one point, regarding 
whether to accept a request to review an article, Frank quotes 
the mathematician Paul Halmos: “Papers to be refereed don’t 
improve by sitting for a few months at the bottom of the pile on 
your desk, and you don’t save time and energy by postponing 
the day when you refuse the job.” Thus, Frank suggests that 
when “deciding whether or not to accept a review request, a 
potential reviewer should take on the review only if it is some-
thing they have time for immediately.” He again quotes Hal-
mos: “Zero or infinity. Do the job now or do it never, and, in 
either case, say which, now.” 

In conclusion, Prakash reviewed AE retirements and pre-
sented the slate for new editors.

Motion: “The BoG is requested to consider a motion to 
approve the EiC’s list of appointments to the Editorial 
Board of the IEEE Transactions on Information Theory.” 
Seconded by Vince Poor. The slate was approved unani-
mously.

14) New publications (background): Starting at the 2016 ISIT 
BoG meeting, the possibility of starting new ITSoc publica-
tions has been discussed. The two possibilities considered 
were a magazine and a journal of special topics. At the 
October 2016 BoG meeting in Chicago a consensus formed 
to move forward by organizing an ad-hoc committee on the 
topic. The Committee is being co-chaired by Elza Erkip and 
Jeff Andrews. 

15) Proposal for a magazine: Ad-hoc Committee Co-Chair Elza 
Erkip first reviewed the rationale for a Magazine. She started 
by putting the ITSoc Newsletter in some context. The News-
letter is only read by ITSoc members, it is not covered by 
search engines, articles that appear therein are not cited (and 

therefore do not lead to clicks on IEEEXplore). In contrast, an 
ITSoc Magazine would provide a venue for tutorial-style 
papers (covering both core information theory and new 
directions), would increase the visibility of the field of infor-
mation theory, would increase clicks on IEEEXplore, and 
generally would increase the visibility of ITSoc. She reviewed 
the impact factors of various IEEE publications. Elza noted 
that the numbers were as of the morning of the BoG meeting, 
recognizing that, as already noted by the EiC, impact factors 
can fluctuate “quickly.” Regarding traditional journals the 
impact factor of the Transactions is 2.7, that of the Transactions 
on Communications is 4, that of the Transactions on Wireless 
is 2.9, and that of the Transactions on Signal Processing is 4.3. 
Regarding the two IEEE special issue journals of related soci-
eties (Communications and Signal Processing), the Journal 
on Special Areas of Communications has an impact factor of 
8.1 and the Journal of Special Topics in Signal Processing has 
an impact factor of 5.3. Turning to magazines, the impact fac-
tors are uniformly higher: the Communications Magazine 
has an impact factor of 10.4, the Wireless Magazine has an 
impact factor of 8.9, and the Signal Processing Magazine has 
an impact factor of 9.6. The deduction Elza made is that, 
judged solely on impact factor, a special-issue journal and/or 
a magazine could make sense. 

Elza next focused in on the idea of a magazine, reviewing pos-
sible content. Possible content could include technical articles 
(aimed at a wide audience, discussing “hot” topics, providing 
historical perspective, and could be a mix of invited and con-
tributed articles—reviewed in all cases), columns (such as those 
in the newsletter, including from the ITSoc President, from the 
EiC, the student column, puzzles, and also new columns, e.g., 
educational tips, book reviews, industrial perspective). Turn-
ing to the mechanics of technical articles, the current thinking 
is that certain issue would be focused on specific topics, though 
not necessarily all. (The Signal Processing Magazine follows 
such a mixed format.) For focus issues a team of guest edi-
tors would take lead, teams that are not necessarily core-ITSoc 
would be welcome (or invited), and there would be a combina-
tion of invited teams and those selected from an open call. In 
addition to the focus topics, the Shannon lecturer and ISIT/
ITW plenary speakers would continue to be incited to contrib-
ute articles (as in the Newsletter) and there would be space for 
other invited or contributed articles. Regarding the logistics of 
publication, the magazine would be published quarterly (four 
per year), there would be (soft) page limits, and likely there 
would be a print as well as an electronic version. It appears that 
the general IEEE readership is more keen on  having physical 
copies of magazines than Transactions or Journals. The edito-
rial board would consist of an EiC and an Executive Editorial 
Board (EEB) of 2–3 members. There would be a team of senior 
editors appointed by the EiC in consultation with the EEB that 
would, e.g., select/invite guest editors and oversee the guest 
editor review process as well as the non-focus issues. Column 
editors would be appointed in the same manner.

A number of questions were raised by the Ad-Hoc Commit-
tee. The first of these is accessibility. Would the magazine 
be available on IEEEXplore, would the table-of-contents be 
pushed by email to ITSoc members (as has recently been start-
ed for the Transactions), would we link to the magazine from 
the ITSoc Website, could we make the current issue available 
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to all on the ITSoc website? (Regarding the last point, the Sig-
nal Processing Society does this.) A second question raised 
would be the level of effort involved. A magazine is a larger 
effort than the Newsletter and would require a more active 
editorial board. For it to be successful a magazine would re-
quire significant participation from the ITSoc community and 
from the IEEE. Third is the question of financial impact. There 
are significant costs associated with production (and design, 
printing, delivery), but also revenue (from subscriptions, ad-
vertising, and via IEEEXplore). Projections related to maga-
zine proposals from sister societies indicate (the expectation 
of) profitability in about 3 years. 

Finally, Elza reviewed the process for establishing a new IEEE 
journal or magazine (a letter of intent, a phase I proposal, and 
a phase II proposal), and the recommendation of the Ad-Hoc 
Committee. The Committee’s recommendation is that the 
BoG proceed with a letter of intent. Elza indicated to the BoG 
that she had prepared a pair of motions to support the sub-
mission of a letter of intent, and to support costs incurred by 
those involved in the proposal (e.g., travel costs to IEEE). In 
terms of timeline, if approved and no significant delays, the 
magazine could be launched in late 2018 or early 2019.

Motion: “ITSoc should submit a letter of intent for a 
magazine to IEEE.” 

Motion: “Authorize reimbursement of reasonable travel 
expenses for in-person presentations at the necessary 
TAB meetings.” 

The two motions were moved by Andrew Barron and 
seconded by Ubli Mitra. There was discussion and vot-
ing was delayed until after the discussion of the proposal 
on a journal on special topics. When the vote was con-
ducted the motions passed: 21 votes were in favor and 1 
was opposed.

Following Elza’s presentation, there was an extended dis-
cussion amongst the BoG. Topics discussed included ad-
vertising, naming (to increase the scope of the magazine), 
and how to leverage the existing efforts and infrastructure 
of the Newsletter to provide a firm foundation for a new 
magazine. One worry raised was the potential of siphoning 
off of AE and community resources from the Transactions 
(in terms of both editorial effort and technical contribu-
tions). One response to this concern was that many ITSoc 
community members actively contributed to other societies’ 
magazines and that this type of publication attracts a differ-
ent sort of technical contribution when compared to pub-
lications in Transactions. Further, a magazine would have 
much broader visibility than does the Newsletter. There was 
a sense that articles need to be attracted to the magazine 
from outside the core information theory community if the 
magazine is to be successful. 

16) Proposal for a new journal on selected topics: On behalf of 
Ad-hoc Committee Co-Chair Jeff Andrews (who was in 
attendance via telecom and created the presentation) Rüdiger 
Urbanke presented the Ad-Hoc Committee’s report on a new 
special topics journal. Rüdiger started by noting that the 
information theory community has been very successful, so 

successful in fact that communications has become a com-
modity. He observed that NIPS (the Conference on Neural 
Information Processing Systems) was started by information 
theorist Ed Posner so ITSoc could have evolved to captured 
more of the work being done in important areas such as 
machine learning, as well as other related areas such as quan-
tum information theory and cryptography. Thus, since com-
munications is now somewhat commoditized, this is an 
important moment to look for opportunities to bring some of 
the developments in these related areas back to the informa-
tion theory community. As one example, ITSoc members are 
already contributing heavily to the Journal of Special Areas 
in Communications (JSAC) and to Foundations and Trends 
(FnT) journals. Contributions to those publications don’t 
bring direct benefits to the ITSoc community. The overriding 
hope is that a new special topics journal would bring some of 
those contributions back to our community, would help 
establish more and stronger connections to the machine learn-
ing and other related communities, and would raise the pro-
file of the Transactions as a suitable venue for papers from 
those communities.

Rüdiger reviewed the goals of the special topics journal. 
On the technical side objectives are to broaden the use and 
appreciation of information theory in related fields, to ex-
pose the information theory community to new ideas and 
research directions, and to create venues for focused discus-
sion of special topics. On the logistical front, a special topics 
journal would be a broad and welcoming venue for topics 
related to (but not core to) information theory, the journal 
would have a low (and low variance) 9–12 month sub-to-pub 
time, and the new journal could relieve some pressure on the 
Transactions. Financially, such a journal could provide a new 
and significant long term stream of revenue.

Some logistics were also reviewed. First, Rüdiger reviewed 
the approval process, which is the same as for the magazine 
discussed above. In contrast to the magazine, the special top-
ics journal is envisioned as an electronic-only journal. It would 
publish about 4 to 6 special issues a year, and there would 
most likely be page limits. Rudiger reviewed preliminary fi-
nancial projections as of year four. He discussed the proposed 
governance structure: an EiC and steering committee plus a 
set of 8-10 senior editors who would supervise the special is-
sues. A few ideas on possible initial topics were presented. 

Motion: “ITSoc should submit a letter of intent for a spe-
cial topics journal to IEEE,” and

Motion: “Authorize reimbursement of reasonable travel 
expenses for in-person presentations at the necessary 
TAB meetings.” 

The two motions were moved by Vincent Poor and second-
ed by Ubli Mitra. Following discussion, the motions passed 
with 17 votes in favor, 7 abstentions, and 1 opposed.

Following Rüdiger‘s presentation an extended discussion 
took place. A initial question raised concerned technical pa-
pers submitted to the new journal that in current circumstanc-
es would rather have been submitted to the Transactions, and 
the impact on the latter. The Committee’s hope is that, while 
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From the President (continued from page 1)

At the BoG meeting in Aachen we decided to send Letters of In-
tent regarding both projects to IEEE. This has been done. The next 
step is to submit so-called Phase I proposals. Both of these projects 
are ambitious and getting them realized will take several years. 
But they are also potentially transformative. 

Elza Erkip has championed the Magazine proposal and Jeff An-
drews has been driving the Special Topics Journal. I would like to 
thank them both.

This is my last newsletter column. One year can seem long but 
it is short when it comes to planning and executing large proj-
ects. Our managing structure of five officers who shift yearly 

has many advantages. It spreads out the workload and you al-
ways have people to discuss with and to ask for advice. But it 
also has its downsides. Since from our side essentially only the 
president participates at the Technical Advisory Board meetings 
of IEEE, it leaves no time to forge connections and to take ad-
vantage of IEEE’s many internal projects and resources. Many 
Societies have two year terms. This might be a good topic for 
future discussions.

It was fun to be king, it is better to have Elza! Thanks for letting me 
write all these columns.

Ruedi Out

certainly some papers would appear in the new journal that 
would have been submitted to the Transactions, many more 
papers would eventually be attracted to the new journal that 
would never have been submitted to the Transactions. The 
special topics issues would provide the kernel for additional 
follow-on submissions to the Transactions from outside the 
information theory community, and for initial involvement of 
non-ITSoc members with the ITSoc community, through the 
mechanism of guest editorship of the new journal.

Building on this last point followed a discussion of creating a 
new journal that could serve as a home to, e.g., NIPS or ICML 
(the International Conference on Machine Learning) papers 
that currently don’t have a great venue for journal publica-
tion. In particular, our society might provide a good venue for 
a subset of learning theory papers that match our society’s cul-
ture, perspective and tools. Further, it was felt that, in addition 
to attracting contribution in such research areas, this initiative 
will only be really successful if contributions are two-way; if 
we members of ITSoc can contribute aspects of our tools and 
culture to the problems and culture of those areas. A question 
was then raised at how dire the situation really is, whether 
these proposals on new publications are too conservative, 
since they look a lot like what other societies are doing. In the 
past a proposal for a journal on “Information” had been float-
ed, perhaps something like that would be a bold step.

Other points of discussion raised in the BoG discussion included 
the following. First was a concern whether the consistently high 
quality of the Transactions could be maintained in a new jour-
nal. Second was discussion of the formal relationship between 
the Transactions (especially special issues of the Transactions) 
and the new journal, and how article submitted to one that do 
not quite fit or can’t be accommodated could be routed to the 
other. The fact that the editorial board will be separate might 
pose a bit of a challenge here. A third point was an opportunity 
provided by special topics journals, namely the opportunity to 
write review articles (of the focus area of the issue), a type of ar-
ticle not common in the Transactions. A final point of discussion 

was whether staffing the editorial board of a new journal would 
increase the already existing challenge in attracting AEs to the 
Transactions. 

Rüdiger summarized the discussion by stating that while the 
BoG appears generally to be in support of both measures, 
perhaps we don’t know yet if there is sufficient person pow-
er to support the simultaneous establishment of two new 
journals. The tactical question thereby raised is whether the 
BoG should move forward with two letters of intent at this 
point or only one. In order to determine which new publica-
tion had more support, the thought was posited that an edi-
torial board (or boards) should first be organized. While that 
is logical, on the other hand, it will likely be easier to iden-
tify people willing to commit to editorial roles once the BoG 
makes a firm commitment. At this point the BoG returned to 
the two sets of motions presented above, passing both.

17) ArXiv, new ee.IT listing: Madhu Sudan presented a discus-
sion of how the information theory section of ArXiv can be 
searched. Currently information theory postings are listed 
on both “cs.IT” and “math.IT”. That said, a new “ee” (electri-
cal engineering) section is shortly to be added to the ArXiv, 
making an “ee.IT” listing possible. Madhu first asked the 
BoG whether the BoG would like information theory post-
ing to be listed in ee.IT. Next, assuming the response to an 
ee.IT listing was positive, how did the BoG want information 
theory posting to be cross-listed (“overlays” in ArXiv terms) 
if it won’t be allowed to be listed in all three categories. 
Madhu told the BoG that currently it is rare to have even two 
overlays (as IT currently has), so there may be pushback from 
the committee that oversees the ArXiv to add a third. The 
BoG was polled and all members wanted ee.IT to be includ-
ed. The BoG further expressed a generally strong preference 
(if having three overlays is not allowed) to keep cs.IT over 
math.IT if only one overlay is allowed.

18) Adjournment: The meeting adjourned at 5:11 local time.
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Call for Papers
2018 International Zurich Seminar Rn

,nIRrPaWLRn and Communication

February 21 – 23, 2018

 http://www.izs.ethz.ch/

We look forward to seeing you at IZS.

Amos Lapidoth and Stefan M. Moser, Co-Chairs.

The 2018 International Zurich Seminar on Information and Communication will be held at the Hotel Zürichberg in 

Zurich, Switzerland, from Wednesday, February 21, through Friday, February 23, 2018. High-quality original contri�

butions of both applied and theoretical nature are solicited in the areas of:

Wireless Communication 

Information Theory

Coding Theory and its Applications 

Detection and Estimation

'ata 6toraJe

Optical Communication

Fundamental Hardware Issues 

Network Algorithms and Protocols 

Network Information Theory and Coding

Cryptography and Data Security

Invited speakers will account for roughly half the talks. In order to afford the opportunity to learn from and communi-
cate with leading experts in areas beyond one’s own specialty, no parallel sessions are anticipated. All papers should 
be presented with a wide audience in mind.

3aSerV ZiOO be reYieZed on tKe baViV of a manuVFriSt �$�� not e[FeedinJ � SaJeV� of VuffiFient detaiO to Sermit rea�
Vonable evaluation. Authors of accepted papers will be asked to produce a manuscript not exceeding � pages 
in A4 double column format that will be published in the Proceedings. Authors will be allowed twenty minutes for 
presentation.

The deadline for submission is September 17, 2017.

Additional information will be posted at
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Call for Papers  

52nd Annual Conference on  
Information Sciences and Systems 

March 21, 22, & 23, 2018 
Princeton University - Department of Electrical Engineering 

    and Technical Co-sponsorship with the 
   IEEE Information Theory Society 

 
Authors are invited to submit previously unpublished papers describing theoretical advances, 
applications, and ideas in the fields of information sciences and systems including: 
 

 ·Information Theory  ·Coding Theory  ·Image Processing 
 ·Communications  ·Signal Processing  ·Machine Learning 

  ·Statistical Inference   ·Security and Privacy ·Energy Systems    
  ·Networking   ·Systems and Control ·Biological Systems    
 
Electronic submissions of up to 6 pages (in Adobe PDF format) including 3-4 keywords must be 
submitted by December 11, 2017.  Submissions should be of sufficient detail and length to permit 
careful reviewing.  Authors will be notified of acceptance no later than January 17, 2018.  Final 
manuscripts of accepted papers are to be submitted in PDF format no later than January 31, 2018.  
These are firm deadlines that will permit the distribution of Electronic Proceedings at the Conference. 
Accepted Papers will be allotted 20 minutes for presentation, and will be reproduced in full (up to 6 
pages) in the conference proceedings. IEEE reserves the right to exclude a paper from post-conference 
distribution (e.g., removal from IEEE Xplore) if the paper is not presented by the author at the 
conference. 

For more information visit us at: http://ee-ciss.princeton.edu/ 

 

CONFERENCE COORDINATOR 
 
Lisa Lewis 
Dept. of Electrical Engineering 
Princeton University 
Princeton, NJ 08544 
Phone: (609) 258-6227 
Email:  ciss@princeton.edu 
 

PROGRAM DIRECTORS 
 
Prof. H. Vincent Poor 
Prof. Sergio Verdú  
Dept. of Electrical Engineering 
Princeton University 
Princeton, NJ 08544 

 

IMPORTANT DATES 
 
Paper submission deadline: 
December 11, 2017 
 
Notification of acceptance: 
January 17, 2018 
 
Final accepted manuscript due: 
January 31, 2018 

 



37

December 2017 IEEE Information Theory Society Newsletter

 

Call for Papers 
The First Workshop on the Age of Information (AoI Workshop) 

Honolulu, HI, USA April 16, 2018 
https://www.eng.auburn.edu/AoIWorkshop/ 

    The Age of Information is a new concept that can serve as a performance metric for characterizing the 
freshness of information, as a means for fundamental research, and as a tool in numerous applications. Recent 
research advances on the Age of Information suggest that many well-known design principles (e.g., for providing 
high throughput and low delay) that lead to the success of traditional data networks are inappropriate and need to be 
re-examined for enhancing information freshness in the rapidly emerging real-time applications.  
    The 1st Workshop on the Age of Information (AoI Workshop) will be held in Honolulu on April 16, 2018, 
jointly organized with the IEEE INFOCOM Conference 2018. Topics of interest include, but are not limited to: 
• Age of Information Analysis and Optimization 
• Age-based Source and Channel Coding  
• Age of Information and Information Theory 
• Real-time Signal Tracking and Estimation 
• Age of Channel State Information 
• Age of Information in Robotics and Control Systems 
• Age of Information and Security 

• Age of Information and Networking  
• Age of Information and Game Theory 
• Data Freshness in Caches and Databases 
• Fresh Big Data 
• Fresh Data for Online Learning 
• Applications	of	Age	of	Information

    The AoI Workshop calls for original and unpublished papers no longer than 6 pages. The reviews will be single 
blind. The manuscripts should be formatted in standard IEEE camera-ready format (double-column, 10-pt font) and 
be submitted as PDF files (formatted for 8.5x11 inch paper). Manuscripts should be submitted as PDF files through 
the EDAS website.  
Important Dates 
Submission Deadline:   Saturday, 30 December 2017 (11:59 pm EDT) 
Notification of Acceptance:  Wednesday, 7 February 2018  
Camera-ready Deadline:   Wednesday, 28 February 2018 
Workshop Organizers 
Yin Sun, Auburn University 
Anthony Ephremides, University of Maryland 

Technical Program Co-chairs 
Yin Sun, Auburn University  
Anthony Ephremides, University of Maryland 
Bo Bai, Huawei 
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ISITA2018
S i n g a p o r e

Sponsor 
Research Society of Information Theory and Its Applications,  

Engineering Sciences Society,  IEICE

The International Symposium on Information Theory and Its Applications (ISITA) is a leading 
conference on information theory. Since its inception in 1990, ISITA has been an exciting forum for 
interdisciplinary interaction, gathering leading researchers to discuss topics of common interest 
in the field of information theory.  In 2018, the biennial ISITA will be held October 28–31 in 
Singapore at the Grand Copthorne Waterfront.  

Call for Papers 
Interested authors are invited to submit papers describing novel and previously unpublished 
results on topics in information theory and its applications, including, but not limited to: 
 • Error Control Coding 
 • Coded Modulation 
 • Communication Systems 
 • Detection and Estimation 
 • Signal Processing 
 • Rate-Distortion Theory 
 • Stochastic Processes 
 • Network Coding 
 • Shannon Theory 

Paper Submission 
Authors should submit papers according to the guidelines which will later appear on the 
conference website: 

http://www.isita2018.org/ 
This link points to the permanent site http://www.isita.ieice.org/2018/. Accepted papers will 
appear in the symposium proceedings. To be published in IEEE Xplore, an author of an accepted 
paper must register and present the paper. IEEE does not guarantee inclusion in IEEE Xplore. 

Schedule 

  Paper submission deadline April 6, 2018 

  Acceptance notification June 30, 2018 

Further information on the technical program, plenary talks, social events and registration will be 
posted on the symposium web site as it becomes available.

 • Coding Theory and Practice  
 • Data Compression and Source Coding 
 • Data Storage 
 • Mobile Communications 
 • Pattern Recognition and Learning 
 • Multi-Terminal Information Theory 
 • Cryptography and Data Security 
 • Applications of Information Theory 
 • Quantum Information Theory 

ISITA2018 

October 28–31, 2018 

Singapore

Photo: Flickr/Kojach

 
Technical Co-Sponsor 

IEEE Information Theory Society

Financial Support 
The Telecommunications 
Advancement Foundation

Symposium Committee 

General Co-Chairs 

   Masayoshi Ohashi Fukuoka Univ 
   Mehul Motani National Univ of Singapore 

General Secretaries 

   Yutaka Jitsumatsu Kyushu Univ 
   Yasuyuki Nogami Okayama Univ 

   Kazushi Mimura Hiroshima City Univ 
Finance 

   Tomoharu Shibuya Sophia Univ 
   Kui Cai Singapore Univ of Tech & Design 

Publicity 

   Brian M. Kurkoski JAIST 
   Takayuki Nozaki Yamaguchi Univ 

Publications 

   Masanori Hirotomo Saga Univ 
   Yu Morishima National Inst of Tech, Suzuka College 

Registration 

      Shigeaki Kuzuoka Wakayama Univ 

Local Arrangement 

   Han Mao Kiah National Univ of Singapore 
   Shun Watanabe Tokyo Univ of Agriculture and Tech 

Technical Program  
Committee 

TPC Co-Chairs 

   Yasutada Oohama Univ of Electro-Communications 
   Pascal Vontobel The Chinese Univ of Hong Kong 

Secretary  

   Tomohiro Ogawa Univ of Electro-Communications 

Poster Session  

   Vincent Y. F. Tan National Univ of Singapore 
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DATE CONFERENCE LOCATION WEB PAGE DUE DATE

December 4–8, 2017 IEEE GLOBECOM Singapore http://globecom2017 Passed 
   .ieee-globecom.org/ 

January 7–10, 2018 SIAM: ACM-SIAM Symposium on  New Orleans, Louisiana,  https://www.siam.org/ Passed 
 Discrete Algorithms (SODA) USA meetings/da18/

February 21–23,  2018 International Zurich Seminar on  Zurich, Switzerland http://www.izs.ethz.ch/ September 17,  
2018 Information and Communication   2017

March 17–22, 2018 IEEE Wireless Communications and  Barcelona, Spain http://wcnc2018.ieee Passed 
 Networking Conference (WCNC)  -wcnc.org/

March 21–23, 2018 52nd Annual Conference on Information Princeton University, . http://ee-ciss.princeton December 11,  
 Sciences and Systems (CISS) USA .edu/ 2018

April 16, 2018 The First Workshop on the Age of  Honolulu, HI, USA https://www.eng.auburn December 30,  
 Information (AoI Workshop)   .edu/AoIWorkshop/  2017

May 7–11, 2018 16th International Symposium on  Shanghai, China http://www.wi-opt.org/ December 10,  
 Modeling and Optimization in    2017 
 Mobile, Ad Hoc and Wireless  
 Networks (WiOpt)

May 7–11, 2018 European School of Information Bertinoro, Italy — — 
 Theory (ESIT)

June 17–22, 2018 IEEE International Symposium on  Vail, Colorado, USA http://www.isit2018.org January 9,  
 Information Theory (ISIT)   2018

June 17–22, 2018 International Symposium on  Singapore http://www.isita2018.org April 6, 2018 
 Information Theory and Its  
 Applications (ISITA)

June 25–29, 2018 50th Annual ACM Symposium on  Los Angeles, CA, USA http://acm-stoc.org/ Passed 
 the Theory of Computing (STOC)   stoc2018/

Major COMSOC conferences: http://www.comsoc.org/confs/index.html

Conference Calendar

October 28-31, 2018


